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Equivariant covers for hyperbolic groups

ARTHUR BARTELS
WOLFGANG LUCK
HOLGER REICH

We prove an equivariant version of the fact that word-hypkelgroups have finite
asymptotic dimension. This isimportantin connection witin forthcoming proof
of the Farrell-Jones conjecture fist. (RG) for every word-hyperbolic grouf® and
every coefficient ringR.

20F67; 37D40

1 Introduction

The asymptotic dimension of a metric spaeavas introduced by Gromov irdro93
p.29]. It can be defined as the smallest numNesuch that for everyx > 0 there
exists an open covér of X with the following properties:

o dimlU <N;

e The Lebesgue number &f is at leastx, i.e., for everyx € X there isU € U
such thatx* C U, wherex® is the open ball of radiua: aroundx;

e The members off have uniformly bounded diameters.

Recall that a covet/ is of dimension< N if every x € X is contained in no more
thenN + 1 members of/. The asymptotic dimension of a finitely generated group
is its asymptotic dimension as a metric space with respeahyoword metric. An
important result of Yu Yu98] asserts that the Novikov conjecture holds for groups
of finite asymptotic dimension. This can be viewed as an tijig¢ result for the
assembly map iL-theory (after inverting 2). Further injectivity resulsrfassembly
maps for groups with finite asymptotic dimension can be faari@8ar03, [CG04 and
[BROE. On the other hand no surjectivity statement of assemblgsis known for

all groups of finite asymptotic dimension and this is very muglated to the absence
of any equivariance condition for the cou@ras above.
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Definition 1.1 Let G be a group andZ be aG-space. LetF be a collection of
subgroups ofG. An open cover/ of Z is called anF-coverif the following two
conditions are satisfied.

(i) Forge GandU € U we have eitheg(U) = U org(U) nU = 0;
(i) Forge GandU € U we haveg(U) € U;
(i) For U € U the subgrougsy = {g € G| g(U) = U} is a member ofF.

Let G be a word-hyperbolic group. Fix a set of generatBrsLet dg be the word
metric on G with respect toS. Let X be a hyperbolic complex with an isometric
G-action in the sense of MineyeWin05], see Section6.1 Let 9X be the Gromov
boundary ofX. (This boundary can be described as a quotient of the setoofege
rays in X, where two such rays are identified if they are asymptoB&99, 111.H.3].)
Let X := XU OX be the compactification of, [BH99, IIl.H.3]). Let VCyc denote the
collection of virtually cyclic subgroups o8, that is of subgroups that have a cyclic
subgroup of finite index. The following is our main result asttbuld be thought of
as an equivariant version of the (much easier) fact that iagtie groups have finite
asymptotic dimensionGro93 p. 31], [Roe0§.

Theorem 1.2 Let G be word-hyperbolic and let be a hyperbolic complex. Suppose
that there is a simplicial proper cocompdgtaction onX. Equip G x X with the
diagonalG-action. Then there exists a natural number= N(G, X) depending only
on G and X such that the following holds: For every > 0O there exists an open
VCyc-coverd of G x X satisfying

() dim@) <N;

(i) For go € G andc € X there existd) € U such thagg x {c} C U, wheregg
is the open ball with centayy and radiusy with respect to the word metrids ;

(i) G\U is finite.

This result plays an important role in our proof of the Fardehes conjecture for
K.(RG) for every word-hyperbolic groufs and every coefficient ringR, [BLROS].

The conclusion of Theore 2is formally similar to the definition of finite asymptotic
dimension discussed above. The price we have to pay for tnieagi@nce of the cover
U is the spaceX. For the application it will be very important that is compact. (If
we replaceX by a finite dimensionalG-CW-complex all whose isotropy groups lie
in VCyc, then the conclusion follows easily from the fact t&abas finite asymptotic
dimension.) The members tf are only large in thé&-coordinate; in theX-coordinate



Equivariant covers for hyperbolic groups 3

they may be very small. Similar covers have been used in hatfidifferent situation
where X is replaced by a probability space with a measure presemtign of G,
compare (5ro99 p.300], Fau06. It would be interesting to know if there is a version
of Theoreml.2in this situation.

It seems reasonable to hope that the class of gr@upar which there is a compact
G-spaceX such that the conclusion of Theoreh® holds is bigger than the class of
hyperbolic groups.

The proof of Theoreni.2 is quite involved and uses a generalization of techniques
used and developed by Farrell-JonedHagq. Firstly, we study flows on metric spaces
and prove the existence of long and thin covers, see ThetrémThis generalizes
the long and thin cells fromHJ86 Proposition 7.2]. Secondly, we use a variant
FS(X) of Mineyev's half open symmetric jois X [Min05]. This space is a substitute
for the sphere bundle of a negatively curved manifold andjisgoed with a flowo,
(corresponding to the geodesic flow on the sphere bundl@hdéoreml.5we improve
upon Mineyev’s flow estimateMin05, Theorem 57 on p. 468]. The required cover
is then produced by pulling back a long and thin covet#6f(X) by the composition
of the flow ¢, for large 7 with an embeddingGxX — FS(X). A more detailed
discussion follows in Sectioris1and1.2

1.1 Long thin covers
The existence of long thin covers will be proven in the foliogvsituation.

Convention 1.3 Let

e G be a discrete group;
e X be a metrizable topological space with a proper cocom@aattion onX;

e d: X xR — X be a flow.
Assume that the following conditions are satisfied:
o & is G-equivariant;

e The number of closed orbits, which are not stationary andseeriod is< C,
of the flow induced or5\ X is finite for everyC > 0;

o X — X js locally connected (notation explained below);
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e Ifwe put
ke = sup{|H||H C G subgroup with finite ordeiH
dx = dim(X—X5),

b

thenkg < oo anddy < oo.

Recall that aG-action isproperif for every x € X there exists an open neighborhood
U such that the sefg € G | U NnguU # ()} is finite. Recall thaiX is locally connected
if for eachx € X and each open neighborhodd of x we can find a connected open
neighborhoodU’ of x with U’ C U. A G-spaceX is calledcocompactf G\X is
compact. Thelimension of a collection of subselts; | i € 1} is < d, if every point is
contained in at most + 1 members of théJ;. Thecovering dimension of a space X
is < d if every open covering has an open refinement whose dimeissiess or equal
to d. One may replace the covering dimensinof X — X® appearing above by the
supremum of the covering dimensions of compact subsex-ofX®. Recall that an
equivariant flow®: R x X — X is a continuousR -action, such tha®,(gX) = g (X)
holds for allg € G, 7 € R andx € X. We denote byX¥ the R-fixed point set, i.e.,
the set of pointx € X for which ®..(X) = x for all 7 € R. The period of a closed
orbit of & which is not stationary is the smallest number- 0 such that®,(x) = x
holds for allx in this orbit.

The following is our main result in this situation.

Theorem 1.4 There exists a natural numbby depending only orkg, dx and the
action ofG on an arbitrary small neighborhood Xf such that for every: > 0 there
is anVCyc-coverld of X with the following two properties:

() dimU <N;
(i) For everyx € X there existd) € U such that
Pa,a)(®) ={2-( | T € [-a,a]l} CU;

(i)  G\U is finite.
The main difference between Theordmd and [FJ86 Proposition 7.2] is that we deal
with metric spaces rather than manifolds. This requiresffardnt type of general
position argument (compare Secti8nand forces us to work with open covers rather
than cell structures. While cell structures of a manifolel antomatically finite dimen-

sional, in our situation more care is needed to establisbdo@d on the dimension of
U and our bound is much larger then the dimension of the mgidcesX. Finally, we
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deal with an honest proper action and do not require a tofsggnsubgroup of finite
index, as is used i{J93.

The proof of Theorenm..4will be given in Sectiorb and depends on Sectios3 and
4.

1.2 The flow space

Let G be a hyperbolic group. Fix a set of generat&sLet dg be the word metric
on G with respect toS. Let X be a hyperbolic complex and = X U X be its
compactification as before. Assume tl@aiacts isometrically orX. In Section6 we
introduce the metric space’'§(X),dgrs). This space is equipped with an isometric
G-action and as-equivariant flowe.- .

Our main flow estimate is the following.

Theorem 1.5 There exists a continuous-equivariant (with respect to the diagonal
G-action on the source) mgp Gx X — FS(X) such that for every > 0 there exists
a numbers = (3(«) such that the following holds:

If g,h € G with ds(g,h) < o andc € X then there isy € R with |to| < 3 such that
forall T € R

drs(9-i(9, ©), drimi(h, €)) < fal(7).

Heref,: R — [0, c0) is a function that depends only enand has the property that
lim, . fo(r) =0.

An important ingredient of the proof of this result is Theoré.1which is an improve-
ment of Mineyev’s Min05, Theorem 57 on p. 468]. The main differences are that we
consider points not necessary on the same horosphere,angeltonsider the action

of the flow ¢, and not translation by length. In addition, Mineyev’s estimis in
terms of a pseudo-metric, not in terms of the mettig .

In order to apply Theoreri.4to F'S(X) we need further properties of the flow space
andG.
Proposition 1.6

(i) The order of finite subgroups B is bounded.

(i) FS(X) — FS(X)R is locally connected and has finite covering dimension.
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(i) If the action of G on X is cocompact and proper, then action®ibn F'S(X) is
also cocompact and proper.

(iv) If the action of G on X is cocompact and proper, then the nhumber of closed
orbits, which are not stationary and whose period.i€, of the flow induced
on G\ FS(X) is finite for everyC > 0.

The proof of Theorenl.5will be given in SectiorB and depends only on Sectiofis
and7. The proof of Propositiori.6 will be given in Sectior® and depends only on
Section2 and6.

1.3 Construction of the cover

Using the results from Sectiodsland1.2we can now give the proof of Theoreh
During this proof we will use the following notation: & is a subset of a metric space
Z and§ > 0, thenA? denotes the set of all points € Z for which d(z, A) < §,
compare Definitior8.1

Proof Consider anyx > 0. Let 5 = §(«) be the number appearing in Theorérb.

It follows from Propositionl.6that Theoreni.4can be applied td'S(X). Thus there
is a numbem (independent ofy) such that there exists aCyc-coverV of FS(X)

of dimension no more thaN with the following property: For every € FS(X) there
existsV, € V such that

P1—28,26(6) = {0-(8) | 7 € [-206,206]} C Ve.

Since ¢;_23,25(£) is compact,Ve is open andp_23 25 (&) € Ve, we can findde > 0
(depending org and 3, V¢) such that

(P1-25.251(6))* C Ve.

BecauseG acts by isometries, we can arrange that= dgc holds for allg € G.

In particular we gefg - ((25[,25725](5))55 = (¢[,2ﬁ72ﬁ](g§))5gf. For ¢ € FS(X) pick
¢ > 0 such that

0<eﬁ65<5§/2.

Again we arrange thaiy. = ¢¢ holds for allg € G. Obviously the collection

{(d1-5,m(©)* | € € FS(X)}
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is an open covering of'S(X). SinceG acts cocompactly, we can find finitely many
points & for i = 0,1,2,...,1 for some positive natural numbérsuch that theG-
cofinite collection

{(¢[_67ﬁ](g£i))595i | gc Ga (S {0, 17 2... ) I }}
is an open covering of'S(X). Consider{ € FS(X). Then we can find = i(§) €
{0,1,2...,1} andg = g(¢) € G such that{ (QS[_ﬁ’ﬁ](ggi))egEi . In particular, there
is 7 € [—/3, 5] such thatdrs (£, ¢-(9i)) < €ge; - Let

d:=min{ég/2]1=0,1,2...,1}.

Consider¢ € (¢[,5,ﬁ](§))5. Chooseo € [, ] satisfying drg(C, ¢+(£)) < 6.
In the following estimate we will use Lemma2 (In this lemma the more careful

notationdgg x, is used fordgg.)

dFS (Ca ¢O’+T(g§i)) < dFS (Ca ¢O’(§)) + dFS ((ba (f)v ¢J+T (g&))
< §+€dps(&, 0-(g8))
< o+e €gsi

< 59&
Sinceo + 7 € [—203, 2/], this implies
(‘?kﬁ,ﬁ](f))é C (<75[725,25](grfi))égEi C Vg

Thus we have found > 0 such that for every € FS(X) there existsV € V such
that

(1.7) (G-5m©)° < Ve
We will construct the desired open coveritgof G x X by pulling backV with the
composition
G x X L FS(X) 2= FS(X)
for an appropriate real number, wherej is the map from Theorerh.5. Obviouslyi/

has for every choice of all the desired properties except for the property thatether
existsU(g, ¢ € U such thatgg x {c} C U, for everyc € X and everygp € G.

We conclude from Theoref5for 7 € R and the functiorf, appearing in Theoreth5
. . fa (T
67 0§(9,9) € (¢1-p,m(6r 0J(go, )"

for all c € X and allg € G with dg(go,9) < . By Theoreml.5there isT such that
f.(7) < ¢. For such a choice of we conclude fromX.7) that

. , §
¢r0J(9,0) € (d1-,8(dr ©1(90,€))" C Ve, oi(go,0)

forall c € X and allg € G with dg(g, o) < «. This finishes the proof of Theorein2.

O
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2 Boxes

Convention 2.1 Throughout this section we consider

e adiscrete grougs;
e a metrizable topological space
e a proper cocompads-action onX;

o aG-equivariant flowd: X x R — X such thatX — X® is locally connected.

2.1 Basics about boxes
In this subsection we introduce and study the notion of a box.

Definition 2.2 Let B be a subset of &-space. Define a subgroup Gfby
Gs := {ge G|gB=B},
wheregB := {gb | b € B}.

A subsetB of a topological G-space is called aF-subsetfor a collection F of
subgroups ofG, if Gg belongs toF and for allg € G we have the implication
gBNB#( = B=gB.

Notice thatgB = B doesnot imply that gb = b holds for allb € B. We denote by
Fin the collection of finite subgroups.

Definition 2.3 A box Bis a subseB C X with the following properties:

(i) B is acompactFin-subset;
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(i) There exists a real numbér= Ig > 0, called thdengthof the boxB, with the
property that for everyx € B there exists real numbees (x) < 0 < a,(x) and
e(X) > 0 satisfying
I = a. () —a(x);
®;() € Bforre[a(x),a.(X)];
¢ ¢ Bforre (a(x)—eX),a(x)U@(X),ar(x) + eX).

Definition 2.4 Let B C X be a box. Then the following data are associated to it:

e Thelength k > 0;
e Let Gg C G be the finite subgrougg € G | gB = B};

o We denote byB° the (topological) interior and byB the (topological) boundary
of BC X;

e Let S5 C B be the set of point§x € B | a_(x) + a(X) = 0}. We call 5 the
central sliceof B;

o Let 0.B be the set of point§x € B | ay(X) = 0} = {pa, (x(X) | X € Sg}. We
call 0_B the bottomand 9, B thetop of B. Define theopen bottomandopen
top 0+B° := {¢a, (X) | X € SsNB°};

o Let mg: B — S be the retraction onto the central slice which semd®
o 2:00+2-0) (x).

Remark 2.5 Abox does notintersect® but may intersect a closed orbit. A box does
never contain a closed orbit. It may happen that a non-closeitl meets the central
slice infinitely many times, but whenever it meets the cérdiee it has to leave the
box before it comes back to the central slice. We do not reghait the central slice is
connected. We have fore B, 7 € [a_(X), a-(X)] that ®,(x) € B and

a(®,(x) = a(—r;
a(®-(¥) = a (¥ -1
Lemma 2.6 LetB C X be a box of length = |g. Then
() We get forg € Gg andx € X

a( = a(x);
(@9 = a(x);
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The bottomo_B, the open botton®_B°, the topd, B, the open to@, D°, the
central sliceSs and the interioB° are Fin-subsets ofc and satisfy (unless
they are empty)

Gg = Gpe = Gy_p = Gy_ge = Gy, = Gy, po = Gs;;

(i) The maps
ar:B—R, x—ai(X

are continuous;
(iii) The maps
S x [1/2,1/2] 5B, (X,71) — ()

and
,u_li B> S x [-1/2,1/2], Xx— <(I)a(x)-£a+(x) (x),1/2 — a+(x)>

are to one another inversdg-homeomorphisms, wherég = Gg, acts on
S x [-1/2,1/2] by g- (s,t) = (gs V).

We have
B> = u((&NB°)x(-1/2,1/2);
9B = u((SNoB)x[—1/2,1/21U (S x {~1/2,1/2}));
9+B = p(Ssx{*l/2});

04B° = p ((33 N B°) x {iI/Z}) .
(iv) The spacess N B° is locally connected;

(v) There existsg > 0 depending only o8 such that the numbekrgx) appearing
in Definition 2.3 can be chosen so thai) > eg holds for allx € B.

Proof (i) Forx € Bandg € Gg we have®.(X) € B< g- ®.(X) = ¢.(gX) € B.
This impliesai(gy) = ar(x) for x € B andg € Gg. We conclude from the
definition of the bottomd_B, the open bottomd_B°, the top 0, B, the open top
0, B°, the central slicesgs and the interiorB° that these sets ar@g invariant and
contained in theFin-subsetB. Hence they are themselveBin-subsets ofX and
satisfy Gg = Gpo = Gy_g = Gy, g = Gg; if non-empty.

(i) Considerx € B ande > 0 with € < €(X), wheree(X) is the number appearing
in Definition 2.3, The points®,, (x+.(X) lie outsideB. SinceB is compact and
is a Hausdorff space, we can find an open neighborhéodf @5, y+.(X) such that
V4 does not meeB. PutU, = (@ai(x)ig)*l(vi). Thenx € Uy and @4, (x+c(U)
does not lie inB for u € U,. This impliesa, (u) < a;(x) + ¢ for u € U, N B and
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a(X—e<a(uforueU_nB. PutU=U_NU,NB. ThenU C Bis an
open neighborhood af in B such thata_(x) — e < a_(u) anda,(u) < a,(X) + ¢
holds foru € U. Sincea,(u) —a_(u) = | for all u € U, we concludea,.(u) €
(@ar(®) —e,a1(X) + ¢€) forall u € U. Hencea.. is continuous.

(i) The mapsy. and ;.~* are continuous sincé and by assertiofii) the mapsa,
anda_ are continuous. One easily checks that they are inverseet@woother.

Since the flow is compatible with th@-action andGg = Gs;,, the mapu is Gg, = Gg-
equivariant.

Next we prove

(2.7) r((SsNB°) x (-1/2,1/2)) < B
(2.8) 1 ((SenoB) x [—1/2,1/2]U (Ss x {-1/2,1/2})) < oB.

Consider X, 7) € (S N B°) x (—1/2,1/2). Sincea_ and a; are continuous by
assertior(ii) anda_(x) = —1/2 anda,(x) = 1/2, we can find an open neighborhood
U C B° of x such thatr € (a_(u),a, (u)) holds for allu € U. Hence®,(U) is
contained inB. Since®..(U) is an open subset of, we haved..(U) C B°. Since
w(x, 7) = ®.(X) liesin ®,(U), the inclusion 2.7) is proven.

Considerx € S. LetU C X be an open neighborhood &f >(x). SinceR — X, 7 —

®.(x) is a continuous map, there is awith 0 < € < 1/2 such that?.(x) € U holds
form € (1/2—¢,1/2+€). Since{®,.(X) | 7 € (I/2 —¢,1/2)} is contained inB and
{®-(X) | 7 € (1/2,1/2+¢€)} is contained inX — B, the open neighborhood of @, 5(x)

intersects botfB and X — B. This shows®;»(X) = u(x,1/2) € 9B. Analogously one
proves®_ »(X) = u(x, —1/2) € 9B.

Considerx € S§nNoB and 7 € (—1/2,1/2). We want to showu(x,7) € 0B.
Suppose the converse. Singéx, 7) = ®.,.(X) belongs toB, there must be an open
neighborhoodU of &,(X) such thatU C B. Since the functionsa_ and a, are
continuous by assertidfi) anda_(x) = —1/2 < —7 < a;(x) = 1/2, we can arrange
by makingU smaller that—7 € (a_(u), a;(u)) holds for allu € U. Henced®_,(U) is
an open subset of which is contained irB and contain. This contradictx € 9B.
This finishes the proof of2.8). Now assertior{iii) follows from (2.7) and @.8).

(iv) SinceB° is an open subset of the locally connected spéce X&, it is itself
locally connected. Because of assertii) the spacesg N B° x (—1/2,1/2) is locally
connected. Since the projecti@®NB° x (—1/2,1/2) — S NB° is an open continuous
map and the image of a connected set under a continuous magaiis connected,
S N Be is locally connected.

(v) Suppose that sucks does not exists. Then we can find a sequengg{o of
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elements irB and a sequence)n>0 > 0 of positive real numbers with lipa, o 7o = 0
such that

(@) Pa_(x)—m(Xn) € Band @y (x,)—-(Xn) & B for 7 € (0, )

or

holds forn > 0. By passing to a subsequence we can arrangexthabnverges to
some pointx € B and (a) holds for alh > 0 or (b) holds for alln > 0. We only treat
the case (a), wher@,_(x,)—-,(%n) € B and ®5_(x)—-(Xn) € B for 7 € (0, 7,) holds
for all n > 0, the proof in the other case (b) is analogous. YUt P (x,)—r(Xn)-
Theny, € 0,B for all n > 0 sincey, € B and ®,(yn) = ®a_ (x))—m+r(*n) ¢ B holds
for 7 € (0,7). We conclude lim_..a (X,) = a_(x) from assertion(ii). Hence
lIMp—oo Yn = Pa_(X). Sincey, € 0;B for n > 0, we have lim_. yn € 0+B. This
contradicts®,_((X) € 0_B sincelg > 0. D

We mention that in generdg itself is not locally connected.

Remark 2.9 ltis a little bit surprising that the functioa.. is continuous as stated in
Lemmaz2.6 (ii) since there seem to be no link between different flow linesrerg the
box. The point here is that we require the box to be compact ig trivial and we
consider the flowp,(x,y) = (x+ 7,y) on R?, the subset oR? given by

B = {(xy) Ixyel[-11Ly# 0} U{(x,0)|xe[0,2]}
satisfies all the requirements of a box of length 2 except fongactness and the
functionsa. are not continuous at (0).

Definition 2.10 Consider a boxB of lengthlg. Let V C Sz be a non-empty closed
Fin-subset of theGg, -spaceSs and a, b real numbers with-1g/2 < a < b < Ig/2.
Define a new box of length — a by

B(V;a,b) = Pap(V) :={2,(V) |veV,T e [ab]}.
If a= —v/2 andb = v/2 for somev € [0, w] we abbreviate
B(V;v) := B(V; —v/2,v/2).
If a= —Ig/2 andb = Ig/2, we abbreviate
B(V) :=B(V; —lg/2,1g/2),
and callB(V) therestrictionof Bto V.
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We have to show tha@(V; a, b) is again a box. Sinc¥ is a closed subset of the compact
setSy, itis compact. Henc¥ x [a, b] is compact. We conclude th&(V, a, b) as the
image of a compact set under the continuous mapX x R — X is compact. From
Lemma2.6 we getGg = Gs, and theGg-equivariant homeomorphism

pe: Sg x [-18/2,18/2] — B, (X, 7) — ®(X).
The subseV of the Gg-spaceS; is a Fin-subset. Henc&(V; a,b) = us(V x [a, b])
is a Fin-subset of theGg-spaceB. SinceB is a Fin-subset of theG-spaceX,
B(V; a, b) is a Fin-subset of th&5-spaceX. Considerx € B(V; a, b). We can write it
asx= ®,(v) forve g andr € [a,b]. Puta_(X) =a— 7 anda,(X) =b— 7. Let
e(X) for x € B be the number appearing in the Definitidr3 of a box forB. Now one
easily checks that the collectiomas. (X) ande(x) have the desired properties appearing
in Definition 2.3for B(V; a, b). This shows thaB(V; a, b) is a box. We have

9_B(V;ab) = ®a(V);
0+B(V;a,b) = Pp(V);
9_B(V;ab)® = ®a(VNB°):;
9,B(V;ab) = ®p(VNB);
Spviab) = Pawn(V).

In particularB(V; v) is a box of lengthv with central slicevV andB(V) is box of length
Ig with central sliceV.

2.2 Constructing boxes

Lemma2.11 Foreveryx € X — X® there exists a non-equivariant box whose interior
containsx.

The following proof is a variation of an argument usedRal61 Theorem 1.2.7].

Proof of Lemma2.11 Because thé&-action on the metrizable spa#eis proper and
cocompaciX is locally compact, comparé.[ic89 Theorem 1.38 on p.27]. Let > 0
with ®,(X) # x. Let Wy be a closed neighborhood &f.(X) that does not contain
X. By continuity there exist compact neighborhodds ¢ U of x ande > 0 such
that ®p+q—c +a+qU C Wi and @ qU’ C U andU is disjoint fromW_ UW,.. Let
f: X — [0, 00) be a continuous function with(y) = 1 for y € U andf(y) = 0 for
y € W_UW,.. Definey): U — R by

P(y) =In ( : f(¢>T(y))erT> .

—Q
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(The logarithm makes sense because the integrant is nativeegcontinuous, and
positive forr = 0.) Lety € U’ . If s € [fa — ¢, >a + €] then &4y) € W, and
thereforef (®s(y)) = 0. Using this we compute faf € [—e, €]

H@sy) = In( af(chM(y»e—TdT)

—

— In ( / o f((I)T(y))eT+5dT>

—a+d
a+6
~n <e5 / " f(ch(y))erT>
—a+9d
= 5+In< f(<I>T(y))erT>
= J+ ().
DefineS:= U’ Ny~ 1(1(x)). ThenB := {®.(s) | s€ S 7 € [—¢/2,¢/2]} is a box
whose interior contains. ]

Definition 2.12 Let C be a box of lengthc. Let

pe: S x [le/2,1c/2] = C, (1) — 2-(X)
be the homeomorphism appearing in Lem2m@ (iii).

Consider a subseb C C. It is calledtransversal to the flow with respect to i€
(S N {x} x [~lc/2,1c/2] consists of at most one point for evexy: .

Lemma 2.13 Let C be box of lengttic. LetB be a box withB C C. Then we can
find for everyx € S a closed neighborhodd C S of x satisfying

() U is aGy-invariant Fin-subset of thé&sg -spaceSs;
(i) U is transversal to the flow with respect@

Proof Let7s,: S5 — [—lc/2,1c/2] be the continuous function given by the restric-
tion to Sg of the composite of the projectio®: x [—Ic/2,1c/2] — [—Ic/2,1c/2] and
ugl. Let U; C S be a closed neighborhood gfe S such that|7s,(u) — 75,(X)| <
Ig/2 holds foru € U;. Choose a closed neighborhodth C S of x such that
gU; N Uz # 0 = g € Gy holds forg € Gg. PutU = (g, 9(U1 N Uz). Thisis a
closed neighborhood of in S35 which is Gy-invariant, aFin-subset of theGg-space
S and satisfiegrs, (U) — 75,(X)| < lg/2 foru e U.

It remains to show thal is transversal to the flow with respect @ Suppose the
converse. So we can findp,u; € U, v € & and 79, 71 such thatuy = @,,(v),
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up = ¢, (v) and g # 7. Note thatry = 75,(Up) and 1 = 7g,(u1). Since B
is a box of lengthlg, we can find fori = 0,1 real numberss; > 0 such that
<I>[7|B/2,IB/2](Ui) CBand®,(w) ¢ Bfor e (—lg/2—¢€,—lg/2)U(lg/2,1g/2+ €).
This implies|m — 79| > Ig. Butby the definition olJ, |71 — 70| = |75 (U1) — 755 (Uo)| <
|7s5(U1) — 75, ()| + |75:(X) — Ts:(Uo)| < Ig. This is the required contradiction. DO

Next we show forx € X that the existence of non-equivariant box contairmiig its
interior already implies the existence of an equivariant tentainingx in its interior.
The basic idea of proof is an averaging process in the tineetilim of the flow applied
to the central slice of a non-equivariant box.

Lemma 2.14 Suppose for the point € X that there is a non-equivariant box whose
interior containsx.

Then there exists a bdX in the sense of Definitio8.3 satisfying
(i) Gg = Gsg, = Gy;
(i) xe $NB°;

(iii) Ss is connected.

Proof Let C be a non-equivariant box, i.e. a box in the sense of DefinRi&in the
case, where the grou@ is trivial, such thatx € C°. Let| = I¢ be the length ofC.
Since theG-action onX is proper by assumption andl is metrizable, we can find a
closed neighborhoot) of x such thatU is a Fin-subset ofX with Gy = G4. We can
assume without loss of generality thate Sc 1 C° andC C U holds and for every
T e[-l,=1/21U[l/2,]] and s € S we haved,(s) ¢ C°, otherwise replac€ by an
appropriate restriction. Lek: be the central slice of. Let

1S x [<1/2,1/2] = C,  (5,7) — ®.(9)

be the homeomorphism of Lemrab (iii). Since: is compact,C° C X is open,Gy
is finite andX is metrizable, we can find a compact neighborh&d< S N C° of
X € & N C° such thatgs C C° holds for allg € Gy. Define

S = [ SNme@ %)),
[s[SeN

whererc: & x [—1/2,1/2] — & is the projection. Therg, C & is a compact
neighborhood of« in §. By construction there exists for evegye Gy ands € §
precisely one elementy(s) € (—1/2,1/2) such thatb, 5 (s) € g$. The functionry(s)
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is continuous irs and has image inHl/2 + §,1/2 — ¢) for somed with 0 < § < 1/2,
since it is the restriction t&; of the continuous function with a compact source

79t S — (=1/2,1/2), s —mcopu g
Define the continuous function

TS (1/21/2), s = 3 (e,

G =5,

Put
S ={0: 99 [s€S}.
Next we show thalS, C C is Gy-invariant. Considel € G andu € S,. Write

u= o, (s for appropriates € S;. Lets' € § be the element uniquely determined
by -, _19(9) = (g)~1d. Then we get foig € Gy

D91y -19(S) = Pryi9 0 Pr ) 19(S) = Pry(9(d's) = I Pry9(S) € JIS.
Sinceg'gS € C° and 74(s) and 7gy-1(S) belong to 1/2,1/2) and hencery(s) —
Tg)-1(8) € (—1,1) we concludery(s) — 7gy-1(s) € (—1/2,1/2). Hences € § and
Tgg(S) = 79(9) — 7(¢)-2(9). Since this implies (s) = 7(s) — 7(4)-1(S), we conclude

gd-u=(¢g- D90 = Prgy(dd = <I>T(§)+T(g,),1(s)(9'3)

= O (9’-<I>T(g,)_1(s)(3)) = Do) (0 - (@)7'S) = o) €S

SinceS; € SNC° iscompactS, is a compacGy-invariant subset o€° with x € .
Let S3 be the component & which containsx. ThenS; is a connected closed subset
of $. SincegS N S containsx for g € Gy, the subses; is Gy-invariant. Thus
S3 C C° is a compact connecte@y-invariant subspace containing

We can findd with 0 < ¢ < 1/2 such thaB C C° holds forB := ®(_;/5 5/2/(S3) -

Next we show thaB is a box of lengthd. SinceS; is Gy-invariant and the flond
commutes with theG-action the subseB C X is Gy-invariant. Recall thaB C C
holds andC is a Fin-subset ofX with Gc = G«. HenceB is a compactFin-subset
of X. Considery € B. There is precisely one elemesie S andr € [—§/2,0/2]
satisfyingy = @.(s) since X and hencess is transversal to the flow with respect to
C.Puta (y)=—-0/2—7,a:(y) =0/2—7,¢e_(y) =€er(y) =1/2. Then

o = a(y)—a(y;

®.(y) € Bforrela(y),a )l
O.(y) ¢ Bforre(a(y)—ely),a(y)U@(y),a(y) +ey).
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HenceB is a box with connected central slic = S3. We havex € S. The
projectionnc: C — S induces a homeomorphis® — S and maps the component
S of S to a componensS; of S;. Since S, is an open neighborhood of in the
spaceS: N C° which is locally connected by Lemn6 (iv), the componenS, is
a neighborhood ok in the spaces: N C°. Sincer is continuous we conclude from
Lemmaz2.6 (iii) thatx lies in the interior ofB. O

Definition 2.15 For x € X define itsG-period
pe(X) = inf{r |7 >0, 3ge Gwith®,(X) =gx} € [0, ],

where the infimum over the empty set is defined tocbe If L C X is an orbit of the
flow @, define itsG-periodby

pef(L) = peig(x)
for any choice ofx € X with L = ®g(X).
Forr > 0 put

Xor = {xeX|pex >r};
Xer = {xeX|pefx <r}.

Considerx € X. Then theG-period peg(x) vanishes if and only ik € X®. We have
pei$(x) = oo if and only if the orbit througtx is not periodic andy®r (X) N Pr(X) = 0
holds for allg # 1, or, equivalently, the orbit througBx in the quotient spac&\X
with respect to the induced flow is not periodic. If<© pe@(x) < oo, then the
properness of th&-action implies the existence gf € G such that<1>pe%(x)(x) = gX

and peg(x) is the period of the periodic orbit througBx in the quotient spac&\X
with respect to the induced flow.

Next we show for a poink that we can find an equivariant box around a given compact
part of the flow line, where the compact part is as long asGherbit length allows.
The idea of proof is to take an equivariant box which contaimnsits interior, making

its central slice very small by restriction and then proioggthe box along the flow
line thoughx.

Lemma 2.16 Suppose for the point € X that there is a non-equivariant box whose
interior containsx. Consider a real numbémwith 0 < | < pe@(x).

Then we can find a bo&€ which satisfies
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° GC - GX 7.
e Xe&NCe;
e & is connected.

Proof From Lemma2.14 we conclude the existence of a bd&kin the sense of
Definition 2.3 which satisfiesGg = Gy, S is connected andt €¢ SN B°. Let g
be the length oB. From Lemma2.6 (v)we obtain a numbeeg > 0 such that for
everyy € g andr € (—lg/2—eg, —Ilg/2)U(Ig/2,15/2+ €g) the elementd.(y) does
not belong toB. We can arrange by restrictirg and diminishingeg thatlg < | and
| + eg < pef3(X) holds.
Next we show

Dr_y/21/2100 NGy /21/21(X) # 0 = g € Gy
Namely, considey € ®_j/21/21(X) N 9P[_i/2,1/21(X). Theny = ®.(x) = g, (x) for
appropriater, o € [—1/2,1/2]. Thisimplies®,_,(x) = gxand|r—o| < | < peig(x).
We concluder — ¢ = 0 and hencey € Gy.

Since theG-action onX is proper, we can find a closed neighborhagdcC X of x such
that @[_y /21 /21(V4) N OP(_1/21/21(Ve) # 0 = g € Gy holds. Froml + eg < pei§(X)
we conclude that
Dr_j2415,1/210 N Pt/ —1/270) = 0
Proij21/2-1510 N Ppij2/2eg) (¥ = 0.
Since ® is continuous and-fl/2 +1g,1/2], [-1/2 — e, —1/2], [-1/2,1/2 — Ig] and
[1/2,1/2 + eg] are compact, we can find a closed neighborh®gd= X of x such that
D1 /24151/2)(VE) N @12 1/2)(VR) = 0
D11 /21/2-161(V2) N @pij2 /2 (VR = 0.
Put

Vi= (19 (VxNVg).
geGx

ThenVy C X is a closedGy-invariant neighborhood of with the properties
o Dp_j01/2(Vx) is @ Fin-subset of thes-spaceX;
* Gopipzv0 = Gx
o Dy oyiai/2/(V) Ny oo —1/21(Vx) = 0;
o D121 (V) NP2 246 (Vi) = 0.
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Let V¢ C X — X be the interior ofVy. Let T be the component dis N B° N V¢ that
containsx. SinceSg N B° is locally connected by Lemm6 (iv) and Ss N B° N Vg
is an open subset & N B, the componenT is an open subset & N B° NVy and
hence ofSs. Let T be the closure of in Ss. This is a closed connectdsk -invariant
neighborhood ok € Sz which is contained i/y. SinceSs is a Fin-subset ofX with
Gg, = Gy, T is a Fin-subset 0fSs and we can consider the restricti®(T). We can
assume without loss of generality that the central sBgés a Gy-invariant connected
subset ofV,, otherwise replac® by the restrictionB(T).

We defineC := (I)[_|/27|/2](S3),

Next we show thatC is a box of lengthl. SinceC C ®[_;5/5(Vx) and C is Gx-

invariant,C is a compactFin-subset of th&s-spaceX. Considery € C. We can write
itasy = &, (s) for y € [-1/2,1/2] ands € S. Puta_(y) = —1/2— 7y anda, (y) =

|/2 — 7y. Obviouslyl = a,(y) —a_(y) and ®,(y) € C for 7 € [a_(y),a,(y)]. It

remains to showthab . (y) ¢ C holdsforr’ € (a_(y)—es, a_(y))U(a,(y), a. (y)+eg).

This is equivalent to showing thak,(s) ¢ C holds for 7’ € (—1/2 — eg, —1/2) U

(1/2,1/2 + eg). Sinces € S C Vy, we have

Pr_i/2418,1/21(S8) N Pr-t/2—e5,~1/2)(9)
Dr_i/21/2-151(S8) N P12 /24651 (9)

The main property otg is

==

P 1g/218/21(SB) N P(—1g/2—ca,~18/2)(1a/2,8/2+ ) (S) = -

Applying @, _),> respectively®_,,» we obtain

Dr_iy2, 1724181 (SB) N @(i/o—cp 172D = 0

Dpi/2-15,1/21(SB) N P21 /216)(S) = 0.
We conclude
Dr_1/21/21(S8) NP1 /25, —1/2)0(1/2, 24e5) () = 0.

HenceC is a box of length . By constructionSc = S is connectedGe = Gg. = Gy
andx € S§NB° and hencex € SN C°. O
Lemma 2.17 Consider real numbera b, c > 0 satisfyingc > a+ 2b. LetK be a
cocompaciG-invariant subset oK~ a1 2p+2c -
Then there exist &-setA and for everyh € A boxesA, C B, C C, such that

() A is G-cofinite;
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(i) We have
|A>\ = aq,
lg, = a+2b;
lc, = a+2b+2c

(ii) S, is connected;

(iv) We haveSy, C S, € &, ;
(V) A)\ - Bg\ andB,\ - Ci,’

(V) KCUren A

(vii) 9A\ = Agr, 9B\ = Bgy andgC, = Cy, for g € G;

(viii) If By NBy # 0, thenBy C C3}, andSg, is transversal to the flow with respect
to Cy:.

Proof Lemmaz2.16implies that we can find for every € X< aiop12c @ box Cy of
lengtha + 2b + 2c such thatx € S, N Cy;, and G¢, = G4 holds and<, is connected.
SinceGy is finite, we can find &y-invariant closed neighborhoot of x in &, such
that Ty € S, N C; holds. We can arrange thaC, = Cyx and gTy = Tgx holds
for g € G andx € X.aj2042c. ObviouslyK C (J,.« Cx(Tx; @)°, where we use the
notation from Definition2.1Q SinceK is cocompact and-invariant, we can find a
cofinite G-subsetl C K satisfying

(2.18) K ¢ [JcTxa)y .

xel

Fix x € I. Considery € Ty. Since theG-action is properg - C,(T;) = Cy,(Ty) holds
for ze | andg € G andCy({y};a+ 2b) andC,(T,; a+ 2b) are compact, we can find
a closedGy-invariant neighborhood/y C Ty of y such that for allz € |

Fory € Tx we define
ly={zel|C{y};a+20)NC; # 0}

Since the seG-set | is cofinite, Cx({y};a + 2b) and C, are compact and th&-
action onX is proper, the sely is finite. Froma+ 2b < candlc, =a+2b+ 2c
we conclude forz € |y that Cx({y};a + 2b) = @[_a/2_pas245(Y) is contained in
C3. SinceCy({y}; a+ 2b) is compact, we can find faz € |, a closedGy-invariant
neighborhoodUy(z) C Ty of y such thatCx(Uy(2); a + 2b) = ®[_a/2_p.a/211(Uy(D)
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is contained inC; . Because of Lemm2.13applied toCy(Uy(2); a+ 2b) C C, we can
assume without loss of generality thaj(2) is transversal to the flow with respect to
C, foreveryz e ly.

PutUy = Vy N[, Uy(2). ThenUy C Ty is aGy-invariant closed neighborhood of
y such that

(2.19) Cy(Uy;a+2b)CC; ifzely
(2.20) Uy is transversal to the flow with respect@ for z € Iy;
(2.21) Cy(Uy;a+20)NCyYT5a+2b) =10

if ze 1 andCy({y}; a+ 2b) N Cy(T,; a+ 2b) = 0.
Choose aGy-invariant closed neighborhoow, C Ty of y such thatWy, C Uy.
Obviously Ty = UyeTX Wy. SinceTy is compact, we can fing(x)1, Y(X)2; - - -, Y(X)n)
in Ty such thatT, = U™ Wy, . We can arrangaVg, = gW, n(x) = n(gx) and

y(gx)i = gy(X)i for g € G sinceCy is a Fin-subset ofX with G¢, = Gy. Obviously

n(x)
(2.22) CuTa)” = | JCWywia)°.
i=1

Define
A={y)[xelie{l2....n(x)}}.
This is a cofiniteG-set. Define for\ = y;(x) in A

C\ = Gy
Brn = Cu(Uy;a+ 2b);
An = C(Wy;a).
It remains to check that this collection of boxes has therddsproperties. This is

obvious for assertion§), (ii), (iii) , (iv) and(vii) . Assertion(v) follows from W, C Uy
andUy C S, N C. Assertion(vi) follows from (2.18 and @.22.

Finally we prove assertiofviii). Suppose thaB, N By, # 0. Write A = y;i(x) and
X =y (X). SinceB) = Cx(Uy,x;a+ 2b) andBy C Cy(Ty;a+ 2b), we conclude
that Cx(Uy,x;a+ 2b) N Cy(Tyx;a+ 2b) # 0. By (2.21) we havex' € ly . We
conclude from2.19

The central sliceSs, = Uy,(y is transversal to the flow with respect@ by (2.20).
This finishes the proof of Lemm&a17. O
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3 General position in metric spaces

Definition 3.1 Let Z be a metric spacéd C Z andé > 0. Then we define the sets
A° = {x € Z | Ja € Asuch thad(x, a) < d},
A0 ={xeAldxZ—A) >}

Forx € Z, we will abbreviatex’ = {x}°.

Notice thatA’ andA—? are open. The following Propositios2and 3.3are the main
results of this section which is entirely devoted to theogir

Proposition 3.2 Let Z be a compact metrizable space of covering dimensiovith
an action of a finite groufr-. LetU be a finite collection of opetFin-subsets such
thatgu € U forg € F, U € U. Suppose that we are given for eddhe U an open
subset)” C U satisfyingU” C U. Putm = (n+ 1) - |F|.

Then for each) € U we can find an open subsdt C Z such that
() UV"CU"CcU CcU CU;
(i) If Up C U has more tham elements, then
() ou' =0
Ueldo
(i) (QuU)Y =g(U) forge F,UclU.

Proposition 3.3 Let Z be a compact metric space of covering dimengionith an
action of a finite groug= by isometries. LelY C Z be an open locally connected
F-invariant subset. Ld# be a finite collection of open subsets such tjdte U for
geF,UclU andU C Y for U € U holds. Assume that there kssuch that for
every subsetly C U with more thark elements we have

(] ou=0.
Uelly
Let§ > 0. Putm= (n+1)- |F|, | = K|F|.
Then there are finite collectiond , j = 0, ..., m of open subsets ¢, such that
() V=VoUu..-uV™isanopen coverd;
(i) diam{/) < o foreveryV € V;

(iif) For V €V there are at mostdifferent setd) € U such that) andV intersect,
butU does not contail/ ;
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(iv) For fixedj andVy € V! we haveVoN 'V # 0 for at most2+* — 2 different sets
Veu---uvi;
(v) For fixedj andVy, V1 € VI we have eitheNy = V1 or Vo Vi = 0);
(vi) EachV' is F-invariant, i.e.gV e V' forge F,V € V';
(i) V=V’ forVeV.

In order to prove these two propositions we will compare thetrit spaceZ to the
nerve of a suitable open cover @. The results will be first proven for simplicial
complexes and then be pulled backZzasing the map from the next remark.

Remark 3.4 Let Z be a metric space and be a locally finite open cover of.
Denote by (/) the simplicial complex given by the nerve &f. Then

d(z,Z — V) )
3.5 — U
39 ‘ L%,(Zveud@z—w W

definesamafy, : Z — N (U), where U] denotes the vertex of/(I/) that corresponds
to U € U. If agroupG acts by isometries o& and on the covet/ (i.e.,gU € U/ for
g € G, U € U) thenfy, is equivariant for the induced action avi(l/).

Lemma3.6 Letf:Y — Z be a continuous map between metric spaces. Assume that
Y is compact. Let) be an open subset @fand > 0. Then there exista > 0 such
that

(U (V) It i (Vi B

Proof We proceed by contradiction and assume that for emeryN there isx, € Y
such that

(3.7) X, € f71(U) 7P,
(3.8) ¥ & f1(U0).

By compactness oY, we may assume that, — x asn — oo. We derive from 8.8
that there isz, € Z — U such thatd(z,, f (X)) < % Thenz, — f(x) asn — oo and
thereforef (x) ¢ U. On the other hand(7) implies thatf ((x,)?) C U. Sincex € (x,)?
for sufficiently largen we havef(x) € U. This is the desired contradiction. O

In the sequel interior of a simplex means simplicial interice., the simplex with all
its proper faces removed.
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Lemma 3.9 Let Z be a simplicial complex and IeZ™ be then-th barycentric
subdivision ofZ, n > 1. Let A be a simplex oZ™. Leto, T be simplices oZ such
that both the interior o6 and the interior ofr intersectA. Thenoc C 7 ort C 0.

Proof Let A’ be a simplex of the first barycentric subdivisizgh= Z(® of Z which
containsA. Then both the interior of and the interiorr intersectA’. Thus it suffices
to prove the claim for the first barycentric subdivision.

Now ad-simplex A’ of the first barycentric subdivisiod’ of Z is given by a sequence
00,01, - . .,04 such that eacla; is a simplex ofZ ando;_; is a proper face of; for

i =12 ...,d. Thisis the simplex in the barycentric subdivision whosgiges are
the barycenters afg, 01, ..., 04. Then the simplices o whose interior intersecf\’
are precisely the;. O

Recall that theopen starof a vertexe of a simplicial complexZ is defined to be the
set of all pointsz € Z whose carrier simplex hag as an vertex. Equivalently, one
obtains the star of by taking the union of all simplices which havev as vertex and
then deleting those faces of these simplieashich do not havery as a vertex. We will
denote it bystar(v). The set of open stars of verticesfis an open covering of.

Let 0 be a simplex ofZ. Define star’(c) to be the star in the first barycentric
subdivisionZ’ of the vertex inZ’ given by o .

Proof of Proposition 3.3 Sincel/ is finite andoU closed forU € U, the assumptions
on U imply that we can find for every € Z an open neighborhoo@, of z such that
for all z € Z the following holds.

e diamW,) < %;
o W, intersects the boundary of at mdssets inl/;
e If W, intersectsJ for someU € U/, thenW, C Y.

Since the covering dimension gfis n by assumption and is compact, we can choose
a finite open refinementV of the open cove{W, | z € Z} such that dimg)) < n.

Let We be the collection of subsets @fwhich consists of the components of subsets
of the form UgeF gW for W € W with W C Y and subsets of the forrgW for
ge FandW e W with W € Y. SinceY is a locally connected open subset of
Z, the above components are open subset&.offhus the elements in the finite set
We are open subsets. Hent®r is a finite open covering aZ. Since dimpV) < n
every orbit of F in Z meets at mostn(+ 1) - |[F| members ofWW. We conclude
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dmWEg) < m= (n+ 1) - |F|. ObviouslygV € Wg holds if V. € Wg. If Vis
a component oUgeF gW for someW € W, we can find elementgy, go, ..., 0 in

F such thatV is contained inlJ_, g\W and (U}:l ng) N gi+1W #  holds for
i=12,...,(r —1). One shows by induction ovér= 1,2...,r that the diameter of
U}:l gjW is less or equal to the sum of the diameters of thegatg, goW,. .., g -W.
Hence the diameter of any eleméntof We is bounded byj.

ConsiderJ € U/ and an elemen¥ € Wr such thatv intersectdJ but is not contained
in U. By constructionV is a component of J,. gW for someW € W with W C Y.
SinceV is connected we must hawé N 9U # (). Hence there existg € F with
gWnou # 0, or, equivalently, with?ng=2oU # ). Since each sl intersects the
boundary of at mosk sets ini/ andg—!U € U/, there are at most= |F| - k elements
U € U satisfyingW N g~toU # ) for someg € F. Hence for everyv € Wk there
are at most elementsU € U such thatV intersectsU but is not contained itJ.

Consider the map = fy. : Z — N(Wg) from Remark3.4. Putforj =0,1,...,m
X = {star'(0) | 0 € NOVg),dim(o) = j}.
Thenx = XU xtuU...UXMis an open cover aN' (Wk).

Let o and 7 be simplices inZ with star’(c) N star’(7) # 0. Let A be the carrier
simplex inZ’ of some point instar’(c) N star’(r). Then the two vertices o’ given
by o andr belong toA. Hence the barycenters efandr belong toA. In particular
the interior of¢ and the interior ofr intersectA. We conclude from Lemma.9that
o C 7 or 7 C ¢ holds. This implies that the elements i are pairwise disjoint and
everyV € 1 intersects at most'2! — 2 elements ifA° U X1 U ... U &1} since a
j-simplex has 21 — 2 proper faces.

If the simplex o in N(OVE) is given by the subsefVo, Vi, ...,Vq} € We, then
f~1(star'(0)) is contained inVo N V1 N ... N Vg, since star’(c) is contained in the
intersection of the stars iV (Wg) of the vertices ofr and forV € N/(Wg) we have
f~1(star(V)) C V. Hence for evenX € X there exista € Wr with f~1(X) C W.
Put

V= {fE(X) | X € A}

Then)) has the properties
e V=V2U...UuVMisan open cover o consisting of finitely many elements.

o diamV < § for everyV € V;

e ForV ¢V there are at mostdifferent setdU € 2/ such thatJ andV intersect,
but U does not contailV;
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o For fixedj, everyVy € Vi intersects at mosti®! — 2 different setsV &
Vu---uV,

e For fixedj andVo, V1 € Vi we have eitheNg = V; or Vo N V; = 0);
e Each) is F-invariant, i.e.gV € Viforge F,V € V.
For e > 0 define
v ={(W)) 1vev}.
Then Vi has propertiegii), (iii), (iv), (v), (vi) and (vii) since <(\7)*6)O C V for

V € V' and for any open subsat of a topological space we have = T°. Sincez
is compact, we can chooseso small that also propertyi) is satisfied. This finishes
the proof of Propositior3.3. O

Proposition 3.10 LetZ be a simplicial complex and I&™ be them-th barycentric
subdivision ofZ, m > 1. Let B be a subcomplex aZ. Let By be the union of all
simplices ofZ™ that are contained in the interior Bf Let 3 be a simplex oZ and
let o be a simplex oZ™ that is contained in the intersection of the boundarBef
with 3. Thendim(c) < dim(5).

We recall that the topological interior and boundary of acsuplex of a simplicial
complex can be described combinatorial as follows: theimtés the union of all open
simplices (simplices with all proper faces removed) that@mtained in the subcom-
plex; its boundary is the union of all simplices that are eored in the subcomplex
and are in a addition a face of simplex not contained in the@uiplex.

Proof of Proposition 3.10 By the definition ofBy there exists a simplexz of Z(M
such thato C A, but A is not contained in the interior d8. Thus there exists a
simplexa of Z that is contained in the boundary Bfand intersectg\. By passing to
a face ofa, we can arrange that is contained in the boundary & and the interior
of o intersectsA. Sinceo is contained in3, we can find a face?’ of 3 such thato
intersects the interior of’. Hence the interior of the simple®’ C Z intersectsA.
Lemma3.9impliesa C 3’ or #’ C «. In the second case, C 3 C a. But o has
to be disjoint froma, becausex lies on the boundary oB, while ¢ is contained in
the interior ofB. We concluden C 3’ and hencex C 3. Thereforer = 5N Aisa
simplex of ZM | that contains the simplex as a face and interseats Sinceo and
« are disjoint,o is a proper face of. This implies dimg) < dim(r) < dim(3). O
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Proof of Proposition 3.2 The strategy is first to prove a simplicial version and then
use the map appearing in Rem&k to handle the general case of a metric space.

Since we assume thatis metrizable andF is finite, we can choose a metrii on Z
which is F-invariant. SinceZ and hence eacb” is compact and the collectidid is
finite, we can find > 0 such thal)” C U~¢ holds forU € I/. Hence we can assume
in the sequel without loss of generality tHat = U—9.

So we start with the special case whetas in addition a simplicial complex, each
U € U is the interior of a subcomplex o and F acts simplicially onZ. Let
{Uq,...,U;} C U contain exactly one element from eveRyorbit in the F-seti/.
Pick m > 0 such that the simplices of the-th barycentric subdivisioZ(™ of Z have
diameter< §. Fori =1,2,...,r let ZM") be the (n+ i)-th barycentric subdivision
of Z and letA; be the union of all those simplices &™) which are contained it;.
ThenA is the largest subcomplex @™ that is contained itJ;. Since each simplex
of Z™) has diametex: §, we getU,® C A C U;. Define U/ to be the interior
of Ai. ForU e U defineU’ = gU! for any choice ofg € F andi € {1,2,...,r}
satisfyingU = gU;. One easily checks thatis uniquely determined by and the
choice ofg € F does not matter in the definition &f since eachJ is by assumption
a Fin-subset. Obviouslyi) and(iii) are satisfied fot/’ = {U’ | U € U}.

Next we prove(ii) but with m replaced byn = dim(Z). Consider a subséty C U
with [24o| = k. Notice that(,,, U’ is a subcomplex oZ(™@ for somea since the
intersection of a subcomplex @2 with a subcomplex oZ™? is a subcomplex

of ZtY) if a < b. It suffices to show din(ﬂUEu0 8U’> < n— k since this implies

(3.11) ﬂ oU’ =0 if Uy contains more than elements
Uellp

Chooseiy, iz, ..., ik in {1,2,...,r} and g, 02, ...,0« in F with the property that
Up consists of the mutually different elemerggU;,, g2Ui,, ..., oUi, andi; <
ip < ... < ik holds. If for somej € {1,2,...,(r — 1)} we haveij = ij;1, then
gUi # g11Ui,, implies alreadyg U N g+1Ui,, = 0 and the claim is obviously
true. Hence we can assume without loss of generaity io> < ... < ix. Next we
show by induction foj = 1,2, ...,k that

j
dim (ﬂ agiluij) <n-j.

=1

The induction beginning is obvious since the dimension ettbundary of a simplicial
complex is smaller than the dimension of the simplicial ctamjitself. The induction
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step fromj — 1 toj is done as follows. By induction hypothesis the dimensiothef
simplicial subcomplex|_1 dg, U of Zi-1) is less or equal ton(— j + 1). Leto
be a simplex of the subcompleR]_, dg;,U! of ") We can find a simple3 in
ﬂ{;i 0g; Uj, such thatr is contained in3. Recall that by assumptidd; is the interior
of a subcomplexg; of Z("*ii-1), Proposition3.10 applied to the casen = ij — ij_1
andB = g;B; ando and 3 as above implies

dim(e) <dim(@) <n—j+1

since in the notation of Propositidi10we haveBg = ngi’j . Hence dimg§) < n—j.

This finishes the proof of Propositidh2 in the special case whetg is a simplicial
complex, eactJ € U is the interior of a subcomplex &f andF acts simplicially on
Z.

In the general case we start with an open coVeof Z such that eactV € V has
diameter< e = % and dim{’) < n. Let Vr be the cover oZ whose members are
the open sets of the formgV with V € V andg € F. ThenVk is an open cover of
Z whose members have diametere and we havegV € Vg for V € Ve andg € F.
Analogously as in PropositioB.3 one shows that dinkg) < m.

ForU e U letVy = {V € Vg | V C U} and considetN/(Vy) as a subcomplex
of N(Vg) (this is the subcomplex spanned by the verticé$ With V € V) and
denote byU the interior of A’(Vy). Consider the map = f.: Z — N (V) from
Remark3.4. If x € f~1(W(W)) andx € V, V € V then by the construction df,
V € Vy. Therefore

f=40) C f W) C U.

Letx e U™c. If x e V with V € Ve thenV € )V, because the diameter df is
< e. Thereforef(x) € N(Wy). If f(X) lies on the boundary o' (M), then there are
V €W,V € Ve — )Wy suchthatx € V andV NV’ # (. In particular this implies
x ¢ U2, We have thus shown that

(3.12) U= ct{U)cu.

Equip N (Vg) with a metric such that the action &fis by isometries. By Lemma.6
there isa such that

(3.13) (i (0)) I e (V)

forall U € U. By the special case treated in the first part of this prooéfmhU there
is U’ such thatU—> c U—e c U’ c U’ C U, (gU) = g(U’) for g € F and

ﬂ oU’ =0 if Uy contains more tham elements
Uellp
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(See 8.11) and recall that dim{e) < m.) Finally setU’ = f~3(U’) for U € U. Since
of~1(U) C f~1(9V) and taking preimages preserves inclusions and inteosesii)
and(iii) are satisfied. Moreover, bg.(12 and @.13

U =u*c(U) cfiumctiU)ctiUcu

and therefordi) is also satisfied. O

4 Covering X, by long boxes

Throughout this Section we will assume that we are in th@sdn of Conventiorl.3.
In particularkg is the maximum over the orders of finite subgroupsGoaind dx is
the dimension ofX — X®. Both kg and dy are finite. Also recall the notatioXs,
introduced in Definition2.15 This section is entirely devoted to the proof of the
following

Proposition 4.1 There exists a natural numbér= M(kg, dx) depending only ofig
anddy which has the following property:

Foreverya, e € R with 0 < e < « there existsy = ~(a, e, M) > 0 such that for every
cocompacfG-invariant subseK of X, there is a collectiorD of boxes satisfying

(4.2) K C Upep P(—e,(D);
(4.3) Foreveryx € X which lies on the open bottom or open top of a boxdnthe

set®_,_qule,a](X) does not intersect the open bottom or the open top of a box

inD;
(4.4) For anyx € X there is no boxD € D such that® j(X) intersects both the
open bottom and open top bY;

(4.5) The dimension of the collectiofiD° | D € D} is less or equal td/, i.e. the
intersection ofM + 2) pairwise distinct elements is always empty;

(4.6) Forge G,D € D we havegD € D;

(4.7) There is a finite subs@by C D such that for everyp € D there existg € G
with gD € Dp;

(4.8) P[_a—c,a+q(D) isaFin-subset o forallD € D.
The idea of the proof is very roughly as follows. Conditiods3| and @.4) require

the boxes to be very long, but we have still the freedom to ntlaédooxes very thin.
Proposition3.2 applied to the transversal directions will be important tiaage the
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boxes during the construction to be in general positions Will allow the application
of Proposition3.3, where propertyiii) will be crucial in order control how many boxes
from previous steps of the construction interfere at eagh ist the construction.

4.1 Preliminaries and the basic induction structure

We begin with fixing some numbers and collection of boxes. i@efiumbers

m = kg-(dx + 1),

M = (ke)- (dx + 1)+ 2™,
a = €¢/2;

b = 4M:(a+ 2¢) + 3(a + ¢);
c a+2b+e)+1+¢

v = a+2b+2c.

Notice thatm and M depend only orkg and dx and all the other numbers depend
only ona, e andM. (The reader may wonder why we pickadmall, we are after all
looking for long boxes. But for our construction it is onlyportant thatb andc are
large and in the proof of Lemm&49 (iii) our choice of a smalh will be convenient.)

Let Ay C By, C C, for A\ € A be three collection of boxes as in the assertion of
Lemma2.17, where we usa as defined above and replaody b+ ¢, andc by c —e.
Then we replacd, by the restrictionB,(a + 2b). The resulting collections satisfy

e A is G-cofinite;

e In=a,lg=a+2bandlc =a+2b+ 2c;

e &, isconnected,

e S, Cx, C &,

e A C B())\ andB,\ - Ci;

e KC UAeA AS;

e gA\ = Ag\, 9By = By, andgCy = Cgy forge Gand\ € A;

e If ByN By # 0, theng;_.q(B)) C C}, andSg, is transversal to the flow with

respect toC, .

Next we discuss the main strategy of the proof. We will carcttthe desired collection
D inductively over larger and larger parts i§f. The boxesC, will be used to control
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the group action, i.e., they will allow us to restrict atientto the finite groupGc, .
The boxesB, will be used to control propertiegt@) and @.4). The boxesA, will
be used to control which part d¢f is already covered. We will need to sharpen the
induction assumptions. We introduce a minor but usefulatanm of @.3) as follows.

Definition 4.9 A collection of boxes isé-overlongfor 0 < 6 < ¢ if for every

x € X which lies on the open bottom or open top of a box in this ctibec the set
P[_a—5,—ct5)Ule—s,0+6(X) does not intersect the open bottom or the open top of any
box in this collection.

The assertion4.3) is then thatD is 0-overlong. Clearlyg-overlong for some X
0 < e implies 0-overlong.

Definition 4.10 We say that a boyD is not hugeif for every A\ € A such thatD
intersectsB) we haveg;_. (D) C C} and$p is transversal to the flow with respect
to C,.

Every box which is obtained from one of the boxX&s by restriction is automatically
not huge.

Definition 4.11 We say a collectiort of boxes is a-good box covepf a subsetS
of X if it has the following properties:
e £ isd-overlong;
e Every boxin& is not huge;
Assertions 4.4), (4.5), (4.6), (4.7) and @.8) hold for £ in place ofD;
o SC Ueee ®(-0(EY).

To prove Propositiort.1 we will construct a 0-good box cover ¢f. Let N be the
number ofG-orbits of A.

Put
N—r
4.12 o = -e for r=0,1,...,N.
( ) r N _|_ l € ) == )
Clearly,
N
€> N+1e:50>--->5r>5r+1>--->5N:O.
We will show inductively forr = 0,1,2,..., N that for any subseE C A consisting
of r G-orbits there exists a,-good box cover oKz = UgeEAE' The induction

beginningr = 0 is trivial, take D = (). The induction step front to r + 1 is
summarized in the next lemma.
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Lemma 4.13 (Induction step :r tor + 1) Let = C A consist ofr G-orbits and
assume thaD is a d,-good box cover oKz = U£€EA§. Let \ €¢ A — Z and
=/ := GAUZE. Then there is @, 1-good box coveD’ of K=/ = Ugeg, Ac.

Clearly Lemma4.13implies Propositiord.1. The proof of Lemmat.13will occupy
the remainder of Sectioh

4.2 BoxesinC;

Before we explain the construction &f, we have to introduce some notation and to
rearrangeD as follows. In the sequel everything will take place in thieiiior of the
box C,. Recall for the sequel th€c, -homeomorphism

pc,: S, x[-a/2—b—c,a/2+b+c] —-Cy, X7) — ®(X

from Lemma2.6 (jii). Let mc, : Cy — &, , X — Pa,+a_ (X) be the retraction onto
the central slice. Closures and interiors of subselscigfare always understood with
respect tox, .

Definition 4.14 Let E C C5 be a box such thag: is transversal to the flow with
respect tcC,, .

Define an open subset &, N C} by
Ug = 7c, (S NE°) = ¢, (B°).
Define the continuou&e -invariant map

e e, () — [le/2,1c/2]

to be the composite of the inverse ot, |s.: S =N mc, (Sg), the inverse ofuc,
restricted toSg and the projectiortc, x [—Ic/2,1c/2] — [—Ic/2,1c/2].

For a subseT C &, define a subset df by

oe(T) =7 (T) N .
Lemma 4.15 Let E,E' C C$ be boxes such th&d and S are transversal to the
flow with respect taC, . Then

(i) If gENE' # O for someg € G, theng € Gg, . In particularGe is a subgroup
of Gg, ;
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(i)  The mapre is uniquely characterized by

pe, (¥ = (¢, (¥), 7e o mc, (X))
forx e &;

(i) If T C &, is a closedFin-subset of thé&sg -space, , thenog(T) is a closed
Fin-subset of thé&g -spaceSe and the restrictiore(og(T)) is defined;

(iv) LetU C S, be an openFin-subset of thésg -spaceSc, with U C mc, (St)
andU = U°. Then
E(ceU)) = @i_ig/2ie/2(0e(U));
E(ce(U))° = P ig/20e/2)(0e(V));
UVeeemy = Y-

Proof (i) SupposegENE’ # (). Since thergC, N C, # (), we getg € Gg, .
(i) This follows from the definitions.
(iif) This is obvious sincerc, is Gg-equivariant.
(iv) We concludeE(og(U)) = @(_i. /2,1 /2(0e(U)) from the definition of the restriction.
The set®_. 2 ./2)(ce(V)) is mapped under the homeomorphigm, to the set
{(u,t) Jue U, |t —e(u)| < lc/2}. Sincerg is continuous and) is open in&, , this
setand henc@__/, . /2)(0e(U)) C C5 are open. This implies
D ig20e/2(0e(V)) € E(oe(U))’;
oe(U) <€ oe(U)NE(eV))°.

If we apply 7c, to the latter inclusion, we conclude
U € Un e, (E(ce@))°) CU° = U.

This implies og(U) = oe(U) N E(0e(U))° and Ug, gy = U. Lemma2.6 (i)
implies ®__ /21 /2)(0e(V)) = E(oe(U))°. 0

4.3 Rearranging the data of the induction beginning

Let D be the collection of boxes, from the hypothesis of Lenmi8 (with respect to
ECAandle A-E).
Definition 4.16 Put
Dy, = {DeD|DnNB,#0};
UD,y) = {Up|De Dy}
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Since theG-action onX is proper andB), is compact, property4(7) implies thatD,,
is finite. We will consider theéGc, sets

Gc, -Dy={9gD|D e Dy,g € Gg, };
GC)\ U(D)\) = {gUD | DeD,ge GCA} = {UE | Ee GCA . D)\}.

Since everyD € D, is not huge, the sdD is contained inC§ and Sy is transversal to
the flow with respect t&, . Both these properties also hold for evédye G, - D, .

We use Propositior3.2 to diminish the elements i slightly in order to obtain a
general position property fob. At this point it is important, that we arranged the
central slice;, to be connected.

We main goal of this subsection will be the proof of the foliogrlemma.

Lemma 4.17 We can assume without loss of generality thathas the following
general position properties

(4.18) Nuyewy, 90U = 0 whenevelly C Gg, -U(Dy) fulfills |Uo| > m = kg - (dx + 1),
(4.19) If D, D’ € G, - D) andUp = Up thenD = D'.

The proof of Lemmat.17will use the following lemma, that we will prove first.

Lemma4.20 There exists collectiongVp | D € Gc, Dy} and{Wp | D € Gc, -D,}
of open subsets &, satisfying:

(i) ForD € Gg, - D, the setsWp ,Wp, Vp andVp are Gp-invariant subsets of
the Gp -spaceUp ;
(i) We haveWp C Wp C Vp C Vp C Up for D € Gg, - Dy ;
(i) We haveWp = (Wp)° andVp = (Vp)° for D € Gg, - D) ;
(iv) Wgp = gWb andVyp = gVp holds forg € Gc, andD € Gg, - Dy,
() K= €U pep @0 U UseaUnen, 9 P (O(oo(W0)°);
(vi) If Vp = VE for D,E € G¢, - Dy, thenD = E;

(vii) Iffor D,E € G¢, - D, the intersection/p N Vg contains bothNp andWg, then
Vb = VE.

Proof Choose a metrid on &, which is G¢, -invariant. ConsideD € G¢, - D,.

Put .
Vp(n) = <U51/”> :
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Notice for the sequel that for an open sub¥aif a topological space we haye= Y’
andY C Y° but in generalY # Y° . HenceVp(n) is a Gp-invariant open subset
of &, with Vp(n) = (Vp(n))°. We get forD € Gc, - D) and g € Gc, that
Vp(n) € Vp(n+1) € Up, Up = U,~1 Vbo(n) andgVp(n) = Vgpo(n) holds. Denote
for D € G¢, - D) andn > 1 the restriction by

D, =D (O’D(m),lD — 1/n) .

Lemma4.15 (iv) and Lemma2.6 (iii) imply D° = Unzl Dj and D, C Dy, for
n>1.

Put

K,E = Keg— | K=n U cI)(—s,e)(Do)
DeD
DEG.Dy,

SinceKz C Upep P(—e,(D°) by assumption, we have

(4.21) Kt € |J @D
DeG-D,,
(4.22) Ke € Keu | ®eo(D).
DeD
D&ZG Dy

Since eachD € D is not huge,®[_. (D) is contained inC5 for D € D,. Since
gC\NCy # 0 = g€ Gc, , we get from 4.21)

(4.23) KiNCy C U 2o
DeGe, -Da

(4.24) Kt = [Jog-(KEnCy).
geG

SinceK¢ is closed,Kz N Cy is compact. BecausB® = J,», Dy andDy C Dy 4,
(4.23 implies that there exists a natural numidemwith

KenCC  |J o).
DEGc/\ ‘D

SinceDy C D (op(Vp(N)) we conclude

KenCy C U Qe (D (UD(VD(N))O> .
DEGe, Dy
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We conclude from4.24)
K: C U U 9 Peo <D (O'D(VD(N))O)-
geGDeDy,
We conclude from4.22)
Kz C U ®(7676)(Do) U U U g- (I)(fe,e) (D(JD(VD(N)))O) .
DeD geGDeDy,

D¢G D,

So for every choice of natural numbefsp | D € Gc, - D)} satisfyingnp > N and
Nngp = Np for g € G¢, andD € G¢, - D, the collection{Vp(np) | D € G¢, - D)}
has the properties

e Vp(np) is aGp-invariant subset of th&p-spaceVp;
Vb(np) = (Vo(np))”;
We haveVp(np) € Vp(np) € Up for D € Gg, - Dy;

Vgp(Ngp) = gVb(np) holds forg € G¢, andD € G¢, - Dy;

e K= C U pep P co(D°) U UgegUpep, 9° P(—ee) (D(on(Vb(M)))°)-
DZG Dy,

Next we show that for some choice of numbéng | D € G¢, - D, } satisfyingnp > N
andngp = np for g € G¢, andD € G¢, - D, the collection{Vp(np) | D € Gg, - D)}
also has propertgvi). We can writeGc, - D, as the disjoint union

Ge, Dy =CiIICII... 1IC

of its G¢, -orbits. We show by induction that we can find numbersny, ..., n, with
nk > N such that if we sehp = ng for D € Ck the collection{Vp = Vp(np) | D €
C1UCoU---UCk} satisfies propertyvi). The induction beginning = 1 is trivial, the
induction step fronk — 1 to k is done as follows. For giveD € Cx chooseng with
Vb(no) # 0. Since, is connected, the non-empty closed subgsn) and the open
subsetVp(n+ 1) # S, cannot agree fon > ng. In particularVp(n) C Vp(n+ 1) for
all n > ng and sincel1UC,U- - - UCk_1 is a finite set we can find a numbey such that
Vp(nk) # Ve(ng) for E€ C1UCo U --- U Ck—1. By invariance under th&c, -action
the same statement holds for &8ll € Cx with this ng. If we haveD, gD € Cx with
g € Gc, then sinceuc, from Lemma2.6 (iii) is Gc, -invariant and the action on the
interval trivial andD is a Fin-set, Up = gUp already impliesD = gD. Therefore
property(vi) holds forC; U C, U - - - U Cx. We have therefore verified propeiyi) for
the collectionVp = Vp(np) with D € G¢, D,.
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In order to achieve propertfvii) we repeat this construction replacing the collection
of boxes G¢, D, with the collection of boxes{D (cp(Vpo(no))) | D € Gc, - D }.

Namely, put
Wo(n) = (le/”> .

Lemma4.15 (iv)implies UD(GD(W) = Vp(n). Thus we get open subséaté(n) C
Vp and a natural numbeX’ such that for every choice of natural numbérs, | D €
Gc, - D)} satisfyingnp > N’ andngp = np for g € G¢, andD € Gg, - D, the
collection {Wp(np) | D € G¢, - Dy} has the properties

Wp(np) is a Gp -invariant subset of th&p-spaceVp;
Wo(np) = (Wo(np))”;

We haveWp(np) € Wp(np) C Vp for D € Gg, - Dy ;
Wyp(nNgp) = gWb(np) holds forg € Gy andD € Gg, - Dy,

° KE - UDgg%)\ @(_576)(DO) U UgeG UDEDA g- q)(—s,e) <D (UD(WD(nD)))O> .

ConsiderD, E € C with Vp # Vg. SinceVp = (J,~; Wo(n) and Ve = |J,~1 We(n)
holds, we can find\’(D, E) such thatVp N Ve does not contain bottp (n) andWe(n)
for n > N'(D,E). DefineN” to be the maximum over the numbeks(D, E) for
D.Ee GCA - Dy with Vp 75 Ve and N’. PutWp = WD(N”) for D e GCA -Dy. Then
the collections{Vp | D € Gc, - D)} and{Wp | D € G¢, - D,} have all the desired
properties. This finishes the proof of Lem#h20 O

Now we can prove Lemmé.17.

Proof In the sequel we will use the collectio§¥p | D € G, - Dy} and{Wp | D €
Gc, - D)} appearing in Lemm4.20. We apply PropositioB.2in the case, where the
spaceZ is &, , the finite groupF is G, , the collectioni/ is {Vp | D € Gc, - Dy}
and we use the subsetd, C Vp. SinceS:, C X is closed, we have dirfg, ) < dx.
So from Propositior8.2 we obtain for evenyD € G¢, - D, an open subse{jj C &,
such that the following holds

e Wp CVj C Vp;
o If Uy C{V5|D € Gg, - Dy} has more tham = kg - (dx + 1) elements, then
N v’ =,
U” el
e (Vgp)’" = (gVp)" = 9(Vp) for g € Gc, andD € Gg, - D,.
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Now define
V5 = VL.

Since VY is open, we conclud®/} = V_()O. Recall thatVp = Vp° andWp = W' .
Notice thatV} is not necessarily}/,. SinceV{ is open, we geV[ C V[, and hence
VG N oV = 0. We have

N Vg =V =V,

HenceodVp C 0V[. Thus we have constructed for evddye G, - D, an open subset
Vp € &, such that the following holds

e Wp CVj C Vp;
o If Vo C{V)|D e Gg, -U(D,)} has more tham = kg - (dx + 1) elements,

then
ﬂ oV =
V'ely
e (Vgp) = (gVb) = 9(Vp) for g € G¢, andD € Gg, -U(D,);
o VL' =VL.

We use next restriction of boxes to diminish some of the box&sas follows. Consider
D € D. Suppose there exist € G andDg € Gc, - D, with D = goDg. Then define

D = goDo (o—DO(V—’DO)) . We have to check that this is well-defined. Suppose we have
g € GandD;j € Gg, - Dy with D = gD; for i = 0,1. We haveD; = g; *goDo.
This impliesg; *go € Gc, (see Lemmat.15 (i) and hencey; *goUp, = Up,. We
concludeg; *go(Vp,)’ = (Vb,) and henceg; *goDo (O’DO(V—/DO)) =D, <UD1(V—ID;L)>'
If there does not exiglljp € G andDg € D, with D = goDg, we putﬁ = D. Define a
new collection of boxes

D={D|DeD}.

Next we want to show thaD is a or-good box cover ofKz = U£€EA§. Since
Wb C V; for D € D), we conclude from propertfv) appearing in Lemma4.20

Kz € |J @eoD).
beD
One easily checks that the other required properties ®fg@ood box cover do pass

from D to D since elements ifD are obtained from those i@ by restriction in a
G-equivariant way.
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We concludeGe, - U(Dy) C {Vh | D € Gc, - Dy} from Lemma4.15 (iv). (We
remark thaD N B, # () does not necessarily impy B, # () and the above inclusion
may be a strict inclusion.) By constructidn satisfies 4.18).

Suppose forD, D € Gc, -ZA)A that Us = Ug,. By constructionUg = Vp and
Us = Vi,. We concludeVy, = V[, and hence botWp and Wy are contained in
Vp N Vpr. Properties propertgvi) and(vii) appearing in Lemm4.20imply D = D'.
We conclude thaD satisfies 4.19. This finishes the proof of Lemnm&al7. O

Now we have finished our arrangement®fand can now construct the desired new
collection D’ out of D as demanded in Lemn#al3

4.4 Carrying out the induction step

Recall that we defined numbers, M, a, b and c in the beginning of Sectiod.l
Recall also thaN is the number of5-orbits of A and thate is given in Propositiod. 1
In the sequel we will abbreviate

ar = ﬂ:lAA/Z;
b:t = ﬂ:lBA/Z;
CiL = :HC)\/Z
We have
a.—a = g
b —a; = a —b_=b
Put
€ Iz
4.25 =————— and = —.
(4.25) = INFD)m+ 1) =5

We will use theGc, -homeomorphism

(4.26) Heyt So, X [6.04] = Coy (1) > @o(4)

from Lemma2.6 (iii) as an identification. Note thaky = Sy, x [a_,a;], By =
Sg, x [b-,by] and BS = (Sg, NB°) x (b_,b,) under this identification. Note that
for g € G¢, we haveg- (x,t) = (gx,t), by Lemma2.6 (iii).
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Choose &Gc, -invariant metricdgCA on &, . ConsiderD € D,. Recall thatD C Cy
and thatthe retractiong, : Cy, — &, induces &Gp-homeomorphisng — ¢, ().
We have introduced the continuo@s, -invariant map

™! e, () — [c-,c4]
in Definition 4.14 It is uniquely characterized byc, (X) = (¢, (X), 7o o 7c, (X)) for
x € $. Sincerp is continuous andc, (Sp) is compact, we can findp > 0 such that
(4.27) () — )| < n forxy e mc, (Sp) with ds., (X,y) < dp.
BecauseD, is finite we can set
(4.28) d = min{ép | D € D,}.
Thend > 0.

In the sequel interiors and closures of subsetsSgf are to be understood with
respect toX;, . One easily checks with this convention that Lem2m@ (i) implies
S, =B NS, sinceBy C C5.

Next we want to apply Propositiod.3to the locally connected compact metric space
Z := &, with the obvious isometridc := Gg, -action (note thatr C Gc¢, by
Lemma4.15 (i), theF = Gg, -invariant open subset := S, N C{ which is locally
connected by Lemma.6 (iv), the collection of seté/ := U(D,) and the number

5 > 01in (4.28. Note that forD € D, we have by definitioD N B, # () and therefore

D C C;3 sinceD is not huge. Thereforélp C mc, (D) € &, NCS =Y for D € D,.

In the notation just introduced this meablsc Y for U € ¢/. Thus we can indeed
apply Propositior8.3in this situation. By intersecting the resulting open cavgmwith

S, = Ss, N B°, we obtain a collection = YOU VLU --- U V™ of open subsets of
S, which has the following properties:

(4.29) Vis a open covering o3, consisting of finitely many elements;

(4.30) Forevery €V there are at moské - (dx + 1) differentU € U(D,) such that
unvVv #0andV ¢ U;

(4.31) For fixedj and Vo € V' we haveVp NV # () for at most 21 — 2 < 2mt1
different subsety ¢ VOU ... U VI~ L;

(4.32) For fixedj andVp, V1 € VI we have eithely = V1 or Vo n'V; = 0;

(4.33) EachV' is Gg, -invariant, i.e.gV € V' if g Gg,, V € V';

(4.34) ForV € VitsclosureV is aFin-subset ofSs, with respect to thé&g, -action;
(4.35) We have/® =V for V € V;
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(4.36) ForeveryV € V the diameter o is bounded byj;
(4.37) VinVk=0if j #k.
Properties 4.29, (4.30), (4.32), (4.32), (4.33 and @.36) are direct consequences of

Proposition3.3. Property 4.34) follows from properties 4.32 and @.33. Prop-
erty (4.37) can be achieved by replacing by a subset ol if necessary.

Since for every subset C S, with Y° =Y we have
(YNS,) € (YnNS,) =V ng, =¥Yng, ¢ (VNS,)’

and hence(Y N %A)O =Y NS, , property 4.35 holds. We mention that because of
(4.34) we can consider fo¥ € V the restrictionB, (V) and property 4.35 ensures

Sw = Vi
SEA(V) = $,uwnB = V.

The collectionD’ we are seeking will be of the forr® U {gB,(W;a",aY}) | W €

W, g € G}, where)V C V. In order to find suitabl@V C V anday we proceed by a
subinduction oven = —1,...,m. Using .12 and @.25 we set

on =6 -M+1)-p forn=-1,01,....m
Clearly,
O =0 —1>00> " >0rn-1>0n>-">0m=0r41
anddyn-1 — 6 n=p. Forj=0,...,mlet
KO = U Vvxla,al
VeVou--- UV,

(Recall that we use4(26) to identify Kg) with a subset ofCy.) The induction step
from (n — 1) to n is formulated in the following Lemma.

Lemma4.38 (Induction step:n—1ton) Assume thatwe have fopr=0,... ,n—1
subsetsV! C VI and numbergal | W € Wi} satisfyingb_ < a% < a¥ < b, such
that the collection of boxe®"! = DU {gDV | W e WO U ---uW" 1l g € G}
is ad n_1-good box cover oKz U GK&”_”, whereDY := B\(W; aV,aY) for W €
Wwou--.uwnt,

Then there is a subsgt" C V" and numbers € R withb_ < aV¥ < a¥ < b, for
W € W" such thatD" = D1 u {gDV | W € WM, g € G} is adr n-good box cover
of K= U GK{", whereDW = B\(W; a",aV) for W € W".
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Since @.29 implies Sy, € S, = Uyey V we getAy C Uy V x [a-,a;]. We
concludeK= C K=z U GK&"‘). (K= was defined in Lemma4.13) HenceD’' = D™
is the desiredd;;1-good box cover ofKz/. Therefore Lemmat.13 follows from
Lemma4.38

The proof of Lemmat.38will occupy the remainder of Sectigh

Definition 4.39 Let W" be the set of alWW € V" for which
W x [a—7a+] a U (I)(—E,e)(DO)'

Depn-1

Lemma4.40 LetV €V andleto.D be the top or bottom of a bdX € D). Consider
t e (c_,c.). Suppose thab D N (Vx{t}) # (. Then

a:l:Dﬂ(V X [C_,C+]) gVX (t_n7t+77)

Proof Considerv € V with (v,t) € 9:D. Then ¢,t ¥1p/2) € 5. Hencerp(v) =
t ¥ Ip/2, whererp is the function introduced in Definitiod.14 Considerw € V
ands € [c_,cy] with (w,s) € 9.D. Thens¥Ip/2 = 7p(w). From @.27), (4.28
and @.36 we conclude|mp(v) — p(W)| < n and hencet — §) < n. This implies
0+.DN(Vx[c_,c ) SV X (t—nt+mn). O

Recall that forD € D) we haveD C C{ and we have associated to suBhan open
subsetUp = mc, (So N D°) = 7¢, (D°) of &, .

Definition 4.41 For W € W" define

Dw = {DeD" | D°NnWx(b_,by) #0};
D™ = {DeDw|WCUp};
D¢ = {(DeDw|WnUp#0,W¢ZUp};

JgoedE = fte (b_,by) | ID € DI | 9.D° NWx {t} # 0};
Jw* = {te(b-,by) 3D € D | 9:D° NWx{t} # 0
Joood = {te (b_,by) | 3D € DL | D° N Wx {t} # 0};

3 = gt g ggoet Tty glad Ty ghed

SinceD € Dy implies W N Up # ), we haveDy = D4’ U Dis?. The reason for
the names oDy and D24 is this. In the construction ddW for W € W" we will

be able to allow top and bottom &% to be very close to top or bottom of a box in
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Dy (compare Lemmd.43 but will have to make sure that top and bottomm¥
will be far away from top and bottom of every box M}¢¢. Thus, both for choosing
aV and a‘i" there will be two cases: either we find a suitable top € respectively
bottom (fora’) of a box inD{;** to putWx {a¥} close by, or all boxes frorD{; "’
are far away and we will only have to worry about the boxes f@{fi*. The crucial
point will then be, that the number of members®§3¢ is uniformly bounded, see
Lemma4.42

Note that forg € Gg, we havedy** = Jgv™*, Iy* = 3™, 35 = I’
andJy, = ng, because acts trivially on the second factor @, = &, x[c_,cy].

Lemma 4.42 We have

DiY < M= (ke)®- (dx + 1)+ 2™

Proof We conclude from the definitions, Lemmal5 (iv)and @.35

Pt = pu{gdV|wewlu...uw"t geG};
DV = ByW;aV,al) = Wx [a¥,aY] forwewWlu---uw",
Uw = W forWeWwlu...uw",

Recall thatgBy, N By # () = g € Gg, holds. Hence we get

DE’ = {DeD|D°NWx (b_,by)#0,WnNUp #0,W ¢ Up}
U{gDW/ W enlu---UW™tgeg,

(ng’)" AW x (b_,by) # 0, WN Uy # 0, W ¢ UgDW/}
— (DeD|D°NWx (b_,by)#0,WNUp #B,W ¢ Up}
u{gDW' (W eWlu.---uwt geGg, ,WNgW # 0,W ¢ gW}
(DeDy [WNUp #£0,W ¢ Up
u{gDW’ W e WOU-- - UW™ L ge G ,WNgW # 0, W ¢ gw}.

N

We havegDV' = DIV and DV = DW' < W = W’”. Hence we conclude us-
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ing (4.19, (4.30, (4.3) and @.37).
Di¢l < KD eDy|WnUp#0,W¢ Upl
+‘{gDW/\W’eWOU---UW”’l,geGBA,WﬂgW%Q,WngW}‘

= H{Up €eU(D,) [WNnUp # 0,W ¢ Up}|

+[{oW [W e WP U - UW™ L ge Gg, ,WNgW # 0, W ¢ gW'}|

{Up e U(D,) |WNUp #0,W ¢ Up}|

+H{VIVeVu- - uvtwnv £0,W ¢ V|

K - (dx + 1) + 2™t

M.

IN

This finishes the proof of Lemm&a42 O

Lemma 4.43 LetW e WM. If tg € J3°"~ U 5> andty € 33, then

|t0 - t1| ¢ [e — 5r,n71 + 1,0+ 5r,n71 - 77]-

Proof There ardDg € D\%”d, D1 € Dw, 00, 01 € {—, +} andwp, wy € W such that

(Wo, to) € 9,Dg and i, t1) € 9,,D5. By definition of DY°* we havew C Up, and
Do C C3. Therefore there is € R such that®,(wy, t1) = (wy,ty + 7) € d5,Dg and
t; + 7 € (c_,cy). We conclude from Lemma.40that |to — (t1 + 7)| < . Because
D" satisfies the induction assumption, we know thgt C D"t is Or,n—1-0verlong.
Therefore

|7| & [€ = Or n—1, ¢ + Or n—1].

This implies our result, becausgy — t1| — |7]| < |(to —t1) — 7| < 7. O

Definition 4.44 ForW € W" let
RV = sup((b_ +a+ea)n J\?\,OOd”L) U{b_ +a+e€}
RYFV == inf ((a+, by —a—¢€n J\%,wd’*) U{b; —a—¢€}
Lemma4.45 LetW € W". We have:

@) RYRY)NIg = 9.
(i) RY+a+6n+2n<RY.
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Proof We first show that

(4.46) Bl —€/2+n,a, +¢/2—n] NI = 0.

We proceed by contradiction. 1#(46) fails then there aréy € [a_- — ¢/2+n,a; +
€/2— 1], Wo € W and a boxD € D& such that i, to) € D°. We havew C Up.

For everyw € W there exist unique real numbers(w) such that\y, 7 (w)) € 0.D°.
From Lemma4.40we conclude

T+ (W) € (T(Wo) — 1, 7+-(Wo) + 1) forw € W.

We haver_(wp) < tp < 7+ (Wp). Froma, —a_ = ¢/2 we concluddp < a; +¢/2—
n=a +e—nandtp>a_ —e/2+n=a, —e+n. We estimate

(W) —e<7_(Wo)+n—e<tg+n—e<a;
T+(W) +€> 7 (Wo) —n+e>to—n+e>a.

This implies Wx[a_,a;] C ®.D° which contradicts the definition ofV" in
Definition 4.39 This proves 4.46).

We give now the proof ofi). Assume that there iB & D{,’\?d, to € (RY,RY) and

Wp € W such that o, to) € D°. Because) = 1/5 < €/5 < ¢/2 we conclude from
(4.46 that eithertyp < a_ or tg > a,. We treat the first case, in the second case
there is an analogous argument. There,is> 0 such that\{ip,to + 74) € 9, D°. If

to+7, >a_,then (vg,a ) € D°,i.e.,a_ € J\?\,wd. Because this contradict4.46) we

concludeto+7, < a_. Clearlyty+7, € J5°"* andb_+a+e < RV <ty < to+7..
But this is in contradiction to the construction BfY in Definition 4.44 This proves
OF

Next we prove(ii). First we treat the casBY = b_ + o +¢. Since 2 = 2u/5 <
2¢/5 <€, 6rn<eand v+ 3e <b=a_ —b_ we conclude

R‘i"+a+6r,n+2n = b_+20+e+d n+2n < b_+2a0+43e < b_+b =a_ < R‘Q’.

The caseR‘J’rV = b, — a — € can be treated similarly. Therefore we may assume now
RV b_ +a+eandRY # b, — a — e. From the construction dRY we conclude
then that there are. € J\-‘}\f‘)d’jF, suchthaRY—n <t- <RV andRY <t < RV+.
Clearlyt- <RV <a_ <a; <RV <t,.Thust; —t_ > 0. By Lemma4.43

ty —t- Zle—drn-1+ma+dn-a1—7]
On the other hand4(46) impliest_ < a_ —¢/2+n andt, > a; + ¢/2 — 5. Using

a_*,—i 26/2, 277:2M/5< 26/5< 6/2 and(Sr’nfl—n:(;r,n‘F/J/—n>6r7n 2 0
we estimate

ty—t_ > (& +¢/2—n)—(a- —€/2+n) = 3¢/2—2n > € > €= p_1+7.
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Thereforet, —t_ > a+6n-1—1 =+ n+p—n. Thisimpliest_ +a + 6 n <
t. +n — p. Using this and = ;1 we compute
RV‘a+dn+2n < t+a+dn+3n < ty—pu+dy < RY—p+57 = RY

]

We can now give the construction af’ for W e W". If RY > b_ 4 a + ¢ then we
setaV’ := RV 4 5. OtherwiseRY = b_ + a + ¢ and we will use the fact that we
arrangedb = a_ — b_ to be very large. It follows from Lemma&42and4.45 (i)
anda_ < R‘J’FV that J3, N [RY,a_] is contained in the union ofM intervals of length
2n. Usingérn+1n < 6rn+ p =6 n_1 < € We estimate
a —(b_+a+e) =b—(x+¢) = AM(a + 2¢) + 2(c + €)
> (2M +1)(2a + 2¢) > (2M + 1)(20 + 21 + 26; ).

If from an intervall of length strictly larger thar., we take out ® or less intervals,
each of which has length less than or equal tthen the remaining set contains an
interval of lengthl := (L — 2MI)/(2M + 1). The center of such an interval, will have
distancel /2 from all points in the B intervals and from the boundary bf Therefore
we finda? € [(b- + a + €) + (o + dr n), & — (o + & n)] such that

(4.47) @Y —t| > a + & nforall t € 33,

This finishes the construction &. To constructa)l we proceed similarly. If
RY < by —a— e thenwe sef := RY — 7. OtherwiseRY = by — a — € and there
isal € [ay + (o + 6rn), (b — a+€) — (a + & n)] such that

(4.48) | —t| > a+ o pforallt € 33,
This finishes the construction af’. We can arrange that) = a1 for g € Gg, .

For W € W" let now DY := By(W; a%, a)) = Wx[aV,a}'].

Lemma4.49 LetW € W".
() P—a—caraDV) C By,
(i) If x lies in the open bottom or open top B¥' then
D6 e t-8 n]ULe—8r nar-6r.0] (X
does not intersect the open bottom or top of a Box D"*;

(i) lpw=aY —aV¥ > a+ & n;
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(IV) Wx[a_,a+] - q)(—s,e)(DW)O;
(1) 1{D €Dt D° (DY) £ 0} < M.

Proof (i) By constructionb_ + a + e < a¥ < a < b, — a — e and @.34) implies
WCSs,.

(i) We consider the open bottom first. Let € W and x = (w,a%V). By (i)
D57 e +6r n]Ule—dr ma+d,.n](X) IS contained inBy and can therefore only intersect
boxes fromDy. The claim follows thus ifaV —t| & [¢ — Orn, v+ 6r n] forall t € J\‘?\,.

If RY = b_ 4 o + ¢ then @.47) holds and implies our claim. Otherwis®/ = RV + 17
and there igg € 3% N [RY — 5, RY] by the construction oRW in Definition 4.44
Now Lemma4.43implies our claim sinc&y n—1 — orn = 1 > 3p/5 = 3. The open
top can be treated completely analogously.

(iii) Clearlyay —a" is the length ofD"Y. By constructiona < a_ +n < a; and
al >a; —n>a sincea, —a =a=¢/2>p/5=n. fFRY =b_ +a+e,
then by constructiom” < a_ — (o + dr.n) and our claim follows. Similarly the claim
follows if RY = b — o — e. Thus we are left with the cas! = RY ¥ and the
claim follows from Lemmad.45 (ii).

iv) As noted above the constructionaf implies thata” —n < a_ anda¥+n > a, .
iv) As noted above th tructi implies thata®V —7 dal+n > a,
The claim follows therefore fromy < e.

(v) Because ®W)° ¢ Wx(b_,b,)
{DeD" 1| D°NDY) # 0} = {D € Dw | D° N (DW)° # 0}.
By constructionRY < a¥ < a‘J’rV < R‘J’FV. Thus Lemmat.45 (i)and Lemmat.42imply
{D € Dw | D° N (DY)° # 0} = |{D € D’ | D° N (OY)° # 0} < M.

We now define

D" :=D" 1y {gDV |W e W" g€ G}.
It remains to check tha®" is ad; n-good box cover oKEUGK((\”) . Recall the induction
hypothesis thaD"~1 is ad; n_1-good box cover oKz U GKA”_l).

We begin with showing thaD" is §; ,-overlong. So we have to show for every
x € X which lies on the open bottom or open top of a Hox in D", that the set

Dl 6, — 6 nUle—6r.nat6r.n] (X) dOES Not intersect the open bottom or the open top
of any boxD5 in D",

If D; andD> lie in D", this follows from the induction hypothesis.
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Suppose thaD; ¢ D" ! and D, € P"1. Then we can assume without loss of
generality thatD; = DY for someW € W" since D" is G-invariant. The claim
follows then from Lemma.49 (ii).

The caseD; € D"t andD, ¢ D" is treated analogously.
If D; = D, andD; ¢ D", then the claim follows from Lemm&49 (i) and(iii) .

If D; # Dy andDy, D, ¢ D1, the claim follows from 4.32 and Lemma4.49 (i)
sinceB, is a Fin-subset ofX. HenceD" is &, ,-overlong.

We conclude from Lemmad.49 (i)and(iii) that D" satisfies 4.4).

We derive the inclusiorKz U GK&”) C Upepn ®(—e,9(D°) from Definition 4.39 and
Lemma4.49 (iv). (The setk" was defined before Lemn#a38)

By (4.32 the DY are mutually disjoint. Therefore Lemrda49 (v)implies that 4.5)
holds forD".

It is clear that 4.6) and @.7) hold for D".

Next we prove property4(8). Because of the induction hypothesis it suffices to prove
the assertion for the boxe®" for g € G andW € W", whereDW = B, (W; a%, a¥).
From Lemma4.49 (i) we conclude<1>[,a,€7a+€](DW) C B)(W). SinceW is a Fin-
subset ofS, with respect to thésg, -action by @.34 and B is a Fin-subset of the
G-spaceX, ®[_,—c.q+q(DV) is a Fin-subset of the-spaceX.

Finally we show that elements i®P™ are not huge. Fog € G andW € W" the
box gD can be obtained by restriction froBy, and is therefore not huge, compare
Definition 4.10and the subsequent comment.

We have shown thaD" is the requiredd; n-good box cover oKz U GK&”). This
finishes the proof of Lemmé.38

As was noted before, Propositighnl follows from Lemma4.13 which follows from
Lemma4.38 The proof of Propositiod.1is therefore now completed.

5 Construction of long VCyc-covers ofX

At the end of this section we will give the proof of Theordnd. Throughout this
section we will work in the situation of Conventidn3. In order to construct the long
and thin cover ofX we need to discuss covers ¥f and X<, — X¥.
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Lemma5.1 There exists a collectiotlyr of openFin-subsets oK such thatG\Uyz
is finite, X® Uuveu, U anddim@yz) < oo.

Proof Because the action & on X is proper there is fox € X® an openFin-
neighborhoodW, of x. Because the action o on X is cocompact andX® is
closed, there is a finite subsét C X* such thatX® C UgcgUycp Wa- Let
Uye = {gW, | g € G, A € A}. Because th&V, are Fin-sets we havgW, # W, =
gW\ NW, = (). Therefore dimiye) < |[A| — 1. O

Lemma5.2 Fix~y > 0. Let L« be the set of orbits = ®r(X) in X whoseG-period
satisfiesO < pef2(L) < ~. Then there exists a collectidn, = {U_ | L € L.} of
openVCyc-subsets), oftheG-spaceX suchthat C U forL € L, anddiml{ = O.

Proof By assumption we can find finitely many pairwise distinct edets L, Lo,
..., Lyin Lo, suchthatC<, = G- {Ly,La,...,L/}. We can arrange thaf; = g- L
forsomeg € G impliesj = k. Since theG; -action onlL; is proper and cocompact and
L; is homeomorphic t® or St, the groupGy, is virtually cyclic. (A group that acts
cocompact and properly oR has two ends and is therefore virtually cycliBH99,
Theorem 1.8.32(2)].) We can choose compact subets Lj with Lj = G, - Kj and
G\GL, closed.

Since G\X is compact and5\GLj N G\GLk # 0 = j = k holds, we can find open
subsets/, Vy, ..., V{ in G\X such thatG\GL; C V] andV/ NV # () = j = k holds.
Let V; be the preimage ij’ under the projectiolXX — G\X. ThenV, is aG-invariant
open neighborhood df; andV; N Vi # 0 = j = k.

Fix j € {1,2,...r}. Since theG-action onX is proper, we can find an open neigh-
borhoodW, of K; and a finite subses C G such thatW/ NgW # () = g € S. Let
S C S be the subset consisting of those elements S for which Kj N gKj = 0.
SinceK; is compact, we can find f& € S an open neighborhood/y of K; such that
W' N sW' = ). PutUj := W/ N[gg Ws'. ThenUj is an open neighborhood &
such thatUj N gU/ # 0 implies Kj N gKj # 0. PutUj = G, - U{. ThenU; is aGy,-
invariant open subset containihg = G, K;. Nextwe provegU,NU; # 0 = g € Gy,.
Suppose forg € G that gUj N Uj # 0. Then we can findyo, g1 € Gy; such that
goU; N g1U; # 0. This impliesg; *ggoK; N K # 0. We concludey; *ggolj N Lj # 0
and hencey; *gLj = Lj. This showsg; 'gg € Gy, and thusg € G,. HenceU; is
an openVCyc-subset of th&s-spaceX such thatGy, = G, andL; C U;.

Define for any elementt € £,
U.=g-(VjnUy;) forge GwithL =gLj;.
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This is independent of the choice @fandj andU, is aVCyc-subset of th&-spaceX
with Gy, = G since ¥jN V) is aVCyc-subset of th&-spaceX with Gy,ny; = Gy -
We have by construction

ULlﬂULZ#@éleLQ.

Finally we can give the proof of Theorein4.

Proof Let o > 0 be given. Choose such that 0< ¢ < «. Let M = M(kg, dx) and
v = v(4a, €,M) > 0 be as in Propositiod. 1

Let Uye be the collection of operFin-sets from Lemm&.1and{, be the collection
of openVCyc-sets from Lemm&.2 Note that dimidye U U4,) = dimUyz) + 1 is

finite and does not depend an but only on an arbitrarily small neighborhood Xf

as aG-space.

Put
S= {xe X|3U €U, Ulyr such thatd[_, )(X) C U}.

Note thatS is G-invariant, becausé/, and Uyr are. Considerx € S. Choose
Uy € Uy, Ulyr With 1 41(X) € U. Since{x}x[—a, a] is compact and contained in
d~1(U,), we can find an open neighborhowgof x such that, x[—ca, a] € ®~1(Uy).
This impliesVy C S. HenceS is an openG-invariant subset oX which contains
X<y

Let K be the closure of the complement 8fin X. SinceG\X is compactk C X
is a cocompacG-invariant subset which does not meét,. Hence we can apply
Proposition4.1to K with respect to 4 instead ofx ande with 0 < ¢ < «. Recall that
M = M(kg, dx) and~ = (M, 4a, €) are the numbers appearing in Propositibth
So we get a collection of box&3 with the properties described in Propositibd. Put

Uk = {q)(fafe,JraJre)Do | D e D}

Then forx € K there isU € U such that®_, ,j(X) C U and every element itk
is an openFin-subset ofX.

Next we show dintgx) < 2M + 1. Consider pairwise disjoint elemeni;, Do,
..., Damyz of D. We have to show thaf)2* > &, . .10(DF) = 0. Suppose
the contrary, i.e., there exist € X such thatx € ®_,_c n+¢(Dy) holds fork =
1,2,...,(2M + 3). Obviouslyx € ®_q—ca+e)(Dg) implies that®,,(X) € D or
P _5,(X) € Dg sincee < o and for everyy € X the set®(g 441(y) can not intersect both
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the open bottom and the open top@f. Hence we can findM + 2) pairwise distinct
elementsky, ka, ..., kyi2 C {1,2,...,2M + 3} such that®,,(X) € D% holds for
j=12,...,M+2orthat®_,.,(X) € D% holds forj = 1,2,...,M+2. In both cases
we get a contradiction to difiD° | D € D}) < M. This shows dintfk) < 2M + 1.
Note that this bound depends only kg anddy and is independent af. Because

dimUk UU, Ulye) < dim@Uk) + dim@y, U Uye) + 1
this implies that the dimension of
U = U UUy, Ulyz

is bounded by a number that depends onljkgndy and theG-action on an arbitrary
small neighborhood oK®. Thus/ is the requiredVCyc-cover ofX. This finishes
the proof of Theorenl.4. O

Remark 5.3 In Conventionl.3we assumed that the number of closed orbits, which
are not stationary and whose period<dsC, of the flow induced onG\X is finite

for every C > 0. This assumption can be replace with the following lestictive
assumption.

There is a numbeN such that for everyy > 0 there is aG-invariant
collectioni/ of openVCyc-subsets oK such that for eaclk € X<, there
is U € U such thatd_, ,; C U, dim@/) < N andG\U is finite.

The proof of Theoreni.4 given above clearly also works under this less restrictive
assumption. This might be useful in nonpositively curvedagions.

6 Mineyev's flow space

6.1 Hyperbolic complexes, double difference and Gromov piuct

We collect some basic concepts such as hyperbolic compldgeble difference and
Gromov product which are all taken from the paper by MineydinD5] and which
we will need for our purposes.

A simplicial complex is callediniformly locally finiteif there exists a numbeX such
that any element in the 0-skeletdfy occurs as vertex of at mobt simplices.

Let X be a simplicial complex. Given any metriton its 0-skeleton, one can extend
it to a metricd on X as follows. Given pointsy for k = 1,2 in X, we can find



52 Arthur Bartels, Wolfgang lick and Holger Reich

verticesxy[0], X«[1], Xk[nk] such thatu, belongs to the simplex with verticeg[0],
X[1], ..., X[n]. There are unique number&[0], ax[1], ..., ax[nk] in [0, 1] with
> axlik] = 1 such thaty is given by >~ * o ax[ik] - x[n]. Then define

Ny 17]

d(uy, ) = D> aafia] - azfiz] - dixalial, Xeliz]).

i1=0i=0

This is a v!ell-defined metric extending such that each simplex with the metric
induced byd is homeomorphic to the standard simplex.

Given a connected simplicial complex, define a madsion its 0-skeleton by defining
do(x, y) as the minimum of the numbers> 0 such that there is a sequence of vertices
X = Xp, X1, ..., Xn = Y with the property that; and x,1 are joint by an edge for
i=0,1,...,n— 1. Theword metric d,,,q On a connected simplicial complex is

the metricdo.

A metric complex(X, d) is a connected uniformly locally finite simplicial complex
X equipped with its word metridd = d,..q. A hyperbolic complex Xs a metric
complex K,d) such that X,d) is 6-hyperbolic in the sense of Gromov for some
0 > 0 (see Gro87, [BH99, Definition IIl.H.1.1]). Let 9X be the boundary and
X = X U dX be the compactification of the hyperbolic compl¥xin the sense of
Gromov (see@ro87, [BHI9, I11.H.3]).

Mineyev [Min05, 6.1] constructs for a hyperbolic metric complex, ¢I) a new metric

d with certain properties (seevlin05, Lemma 2.7 on page 449 and Theorem 32
on page 446]). For instance is guasiisometric to the word metrit,,;. For a
simplicial mapf : X — X the following conditions are equivalent: fi)is a simplicial
automorphism, (iif is a simplicial automorphism preserving the word mettjg,,

(iii) f is a simplicial automorphism preserving the metticDefine fora, &, b, b’ € X
thedouble differencéo be the real number

6.1)  (ad|bb) = % : (8(a, b) + d(&, b) — d(&, b) — d(a, b’)) .

Recall that the&sromov producfor a, b, ¢ € X is defined to be the positive real number
1 /-~ ~ ~

(6.2) @ble = - (d(a, ¢) + d(b, 0) — d(a, b)> .

Define the subset

SX) C {(a,a’,b,b’)erYxYxY}:Y“
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to consist of those quadruples, &, b, b') satisfying

a,beoX a+#b;
a, b’ € oX a #b;
a,b e oX a4l
a,b € oX a#u.

4

P4

Let
T(X) := {(a,b,c) | X x Xx X|ce dX = (a# candb # ¢)}.

We equipS(X) € X* andT(X) C X2 with the subspace topology. The following result
is a special case oMin05, Theorem 35 on page 448 and Theorem 36 on page 452].
(We only need and want to consider the case where the doufdeedice takes values
inR.)

Theorem 6.3 (Mineyev) Let (X,d) be a hyperbolic complex. Then the double
difference of(6.1) extends to a continuous function invariant under simpliaigo-
morphisms oiX

(=== =) X)) =R
satisfying
() (a,d|b,b) = (b,b|a,&);
(i) (a,dlbb)y = —(d,abb) = —(aalb,b);

(iii) (a,alb,b’) = (aalb,b) =0
(iv) (a,d|b,b)+ (@,a’|b,b) = (aa’|b,b);
(v) (ablc,x) +(c,ab,x) + (b,cla,x) = 0;

The Gromov product o(6.2) extends to a continuous function invariant under simpli-
cial automorphisms oX
(=]=)=: T(X) = [0,00]

satisfying
(i) (ab)c =00 < (ce€ 0X)or(abedXanda=Dhb);
(i) {(a,bjx,y) = (b|x)a — (bly)a for a € X and(a, b, x,y) € YX).

We will often use the rules appearing in Theorértacitly.

Another important ingredient will be the following resulue to Mineyev Min05,
Proposition 38 on page 453].
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Proposition 6.4 (Mineyev) Let (X,d) be a hyperbolic complex. Then there exist
constants\ € (€71, 1) andT € [0, co) depending only oiX such that for alk, b, c,u €
X satisfying
(a,cub) € SX);
(b,c,u,@a) € SX);
max{(a,clu,b), (b,clu,a)} > T

)

we have

(U, Cv a7 b) S SY),
(wcab) < Amedacu boua)

6.2 Two auxiliary functions

In the sequel we will use the following two functions far3 € R := R [{—o0, 0o}
with o < .

(65) a[a,ﬁ] : E - [aaﬁ]

(6.6) @[a’g]i R — [Oz,ﬂ]

which are defined by

if —oco<t<q;

(%
Oja,5(t) = { t ifa<t<pg;
s

if 6<t<o0,
and
—00 if —OO:t:Oé,
a+e2/2-d=h)2 if —oco<t<a,—o0<a< o,
Oag(t) = t+et/2-e=h)2 ifa<t<pB,—oco<t< oo
f+et/2-elt)2 if 6<t<oo,—0<f< o
00 ift=0=o00.

Here and in the sequel we use the convention that fer= R the expressions + s,
r-sande are defined as usual and furthermore

Fr+0c0=004+r1 =00 forr e R;
r—oco=—-00+r=—00 forr € R;
e > =0;
€ = oo;

| £ 00| = 0.
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The function©y, g agrees with the function denoted 8y« 3; -] in Mineyev [Min05,
Section 1.6]. We equifR with the topology uniquely determined by the properties tha
R C R is an open subset, the subspace topologyRoa R is the standard topology
and a fundamental system for open neighborhoods:a$ {(R, o0) U {oc} | R € R}
and of —co is {(—oco, R) U {—0} | R€ R}.

The elementary proof of the following basic properties3yf, 5 is left to the reader.

Lemma 6.7 Suppose that. < (3. Then:
(i) We have fort € R

*® Oro gt +9) o o
Ofa,g(t) = /_ %ds = O () + el 2 — I8 2,

(i) The restriction of®|, 5 to R is a homeomorphisnR = (o, B) which is a
Cl-function. Its first derivative is the continuous function

g¢=/2 - eh)/2 if —oo<t<a;
teR —  1-—e 2602 ifa<t<p
—e27t/2 4 €872 if 3 <t< oo;

(iii) The function Oy, g Is strictly monotone increasing. The functidk, g is
monotone increasing;

(iv) The function®y, s is non-expanding, i.e|O, 5 (t) — Oa,z(9)] < [t — 5| for
t,s€ R. The same is true fai, g);

(v) The mapOy, g : R — [a, 3] is @a homeomorphism;
(vi) We have fort € R ands € R

Oorsprgt+9) = Ot +s
Olatsstrg(t+9 = Ongt) +s
(vii) Consider ag, a1, B0, f1 € R such thate; < 3 fori = 0,1, (g = —0c0 &

a1 = —o0) and(By = co & 1 = o) holds. Put

max{|a1 — aol, |B1 — Bol}  if ao, a1, B0, 51 € R;

C . ‘Oé]_ - OCO‘ If CVOv alv S I&7/80 - /81 - OO: .
' |61 — Dol if g = a1 = —o0, B, f1,€R;
0 if g = g = —00, g = B1 = .

Then we get for alt € R that

|01a1,611 () — O, (V)]
‘e[al,ﬁﬂ (t) - 9[Ofo,ﬁol (t)’

C,
C;

IN A
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(viii) If a<t, then
Og®) — O g(t) = €*71/2.

If 3 >1t, then
Ola,o)(t) — Opag(t) = €77/2;

(ix) Considera, 3 € R with —oo < o < 3 andt € R.
If Ot < %2, then

t <min{3, Opa,5)() +1/2}.
If Op05(t) > %52, then

t > max{a, O, g(t) — 1/2}.

6.3 The construction of the flow space

Let (X, d) be a hyperbolic complex. We want to define the associfw@dspacei.e. a
metric spacel’S(X) together with a flow, following Mineyewlin05]. (It is the same
as the half open symmetric joinX constructed by MineyevMin05, Section 8.3].)
The underlying set is

(6.8) FS(X):= {(abt)eXxXxR|(@€cX=1t#—x)
andpeodX=t#oc)and@bec dX=a#b)}/~,

where we identify 4, b, —oc0) ~ (a, b/, —0), (a,b, ) ~ (&,b, ), and @, a,t) ~
(a,a,t'). In the sequel we will denote fora(b,t) € X x X x R which satisfies
acdX=>t1# —00,bedX =1+#oc0andab e 0X = a # bits class inFSX
again by &,b,t).

From now on we fix a base poing € X. The metric onFS(X) will depend on this
choice.

Define the map

(6.9) lg: Xx FS(X) — R
(U, (a7 b7 t)) = <a’b>u + |9[—<b\xo>a,(a|><o)b] (t) - <a7 b‘uv X0>| :

It is easy to check that it is compatible with the equivalerelation appearing in the
definition of F'S(X).
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Definition 6.10 Define a pseudometric oAS(X)

(a> ba t), (C’ da S) = Sup“Xo(ua (a> ba t)) - IXo(u> (C> da S))| .
ueX

Recallthat a pseudometric satisfies the same axioms asia exetept that the condition
d(x,y) = 0= x =y is dropped. The proof that this definition makes sense ardsyie

a pseudometrid;&m is given in Mineyev Min05, Theorem 44 on page 459].

Lemma 6.11 The inclusionX — FS(X),x — (X,X,0) is an isometric embedding
with respect to the metrid on X and the pseudometrit; w ONFS X).

Proof We compute fou € X andx € X andt € R

I)‘O(uv (X7 X, t)) = <X’X>U + ‘6[—<X|)(0>>(,<X,Xo>x] (t) - <X7 X’U7 X0>‘
= d(x, u) + |60.0y(t) — O]
= d(uX).

Considera,b € X. Since by the triangle inequalitfi(u, a) — d(u, b)| < d(a, b) and
|d(b, @) — d(b, b)| = d(a, b) holds, we conclude

d]>~’<‘5'7xo((a’ a, t), (ba b’ S)) = ﬁg)[()“Xo(ua (a’ a, t)) - IXo(u’ (ba b’ S))|

= supld(u, a) — d(u, b)
ueX

= d(a,b).

The canonicalR-action onR
(6.12) d: R xR, (,1) — ¢-(t)

is defined byg.(t) =t+7,if t € R, ¢-(—0) = —oc and ¢,(c0) = co. This
R-action onR together with the trivialR-action onX x X yields an action ofR on
X x X x R which in turn induces aiR -action

(6.13) o Rx FS(X) — FS(X), (7,(ab,1) — (ab,¢-(1).
For a,b € X we define thdine (a, b)rs(x) to be the set of point§(a, b, t) | t € R}.
Obviously @, b)rs(x) is a transitive freeR-set if a # b.

Next we construct the desired metric from the pseudometiive.
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Definition 6.14 Define a metric on#'S(X)
drsx)x: FS(X) x FS(X) — R,

i x, (@7 (@, b, 1), ¢-(c, d, 5) &
2@l

@b.t).(c.ds /
R

Obviouslydrgs x, inherits fromd;&XO the properties of a pseudometric. The proof that
drs x, is @ metric can be found inMin05, Theorem 14 on page 426 and Theorem 45
on page 459].

Lemma 6.15 The inclusionX — FS(X) is an isometric embedding with respect to
the metricd on X and the metri@rs x, on FS(X).

Proof We compute foru € X andx € X andt € R using Lemma6.11

d% -(a,at), o, (b,b,
drsx((@at),(b,b,s) = /R JoN (& (32 :&gﬁ (b, b, 9)) .

o d;;S,Xo((a’ a'a t + T)a (b> ba S + T)) d
- /R 2. ¢ "
_ / d@b)

R 2" el

~ 1
= d(a,b)/Rde

= d(a,b).

]

In the sequel we will consideX as a subspace dfS(X) by the isometric embedding
appearing in Lemmaé.15

Let f: X — X be anisometry i.e. a bijection respecting the word metdcon X.
It extends uniquely to a homeomorphism X — X and induces an isometry with
respect to the metridrg(x) x,

FS(f): FS(X) — FS(X), (ab,t) — (F(a),F(0),t+ (a blxo,f(x))-
(Already d?s,m is invariant under this map by a straight-forward calcolatihat uses
Lemma6.7 (vi).) We haveFS(gof) = FS(g)o FS(f) and FS(id) = id. In particular

a G-action onX by isometries with respect to the word metric extends @-action
on FS(X) by isometries with respect to the metdggx) x, -

Next we compute the pseudometdg, and the metridgs on a line.
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Lemma6.16 We get for(a, b,1),(a, b,s) € FS(X) and a given base poimg € X

diigx (B 0,1, (@ 0,9) = |01 (bixe)a (@)l O — O (bl (@)l ()]
drsx (@ 0,1),(@b,9) =[O bjx)a @)l ) = Ol (b}, (alxo)s] )] -

Proof We have

disx (@ Db.1), (2 b,s)
= SUpll(U, (@.b,1)) — (U (@b, 9)|

= SUp| ((@Ib)u + [ oixopa ey O — (@ bluxo) )
— (@) + |01~ (bjxo)a, (@) () — (@ bIU, X0) )|
= SUD||F1— (). (el (1) — (2 D1U: X0)| |61y, (el (8) — (@ BIU, Yo}

We conclude from the triangle inequality

| \9[—<b\xO>a7<a|xo>b1 (®) — (@ b]u, X0) | = [0 (bixo)a.(alx0)s1 () — (@ bu, X0) ||
< [0 bl taxe)el (V) — (@ bIU, Xo>—(9[ (b|><o>a,<a\xo)b](5)_(a,b|uaxo>)|
< 10— (oo (@po)el () = O1— (blxo)ant

and we get fou = a

|61 b0y (@)l (1) — (@ Bla, X0) | — |61 (bixo)a (apo)el () — (@ bla, Xo)] |
161 (bixo)entalxo)s] (1) — (= (B1X0)a) | = 01— (bixg)etaixo)s] () — (—(DIX0)a) |
|01 (bix)an alx0)s] (©) — 1 (blro)a (a0}l ()| -

This implies

dig o (@01, (@D0,9) = |01 tbixo)a(aiore] O — 01 (bo)a.(alxo)s] ()] -

We prove the claim fodgg x, only in the casé > s, the casé < sis analogous. Then
t+7>s+r71 holds for all7 € R. Since bOthH[—<b\xo)a,(a|)q))b] and @[—(b|xo>a,<a\xo)b]
are monotone increasing, we conclude forrak R

01— (blxo)a,(alo) ](t +7) = 01— (blxo)a, (alxo)s) (S 1 7)

|01 (oo alxo)ol (T ) = 01— (bix)a (alio)ol S+ )] 5
O (blxo)a, (@xo)o] (T T) = O[—(b]o)a, (alxo)s] (S + 7)

= O (bixo)as (@l (T T 7) = O (blxoja, falxe)el (S + 7))
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Now we get

drs x ((a,b,1),(a b,s))
_ / Fs(¢r(@b.0). ¢, @ b9)
R

2. ¢l dr
[ dig(@bt+7).(ab, s+T))
/ 2. ¢l
191 ohioye (@)l ¢+ 7) = B bpo)a taporl S+ 7]
2. ¢l
_ 9[ (bpo)e,(@pa)el (t + 7) = O bixg)a o)l S+ 7) |
R 2- e|T‘
_ / 01— bholas@xo) L+ 7) / O bixo)a (apolel (S 7)
R 2. ¢l R 2. ¢l
= O (bxo)a, (@lxo)e] () = O (b]xo)a, (alx0)o] (S)
|91 (bixo)a (ao)el () — O (bixo)a (apo)el 3] -
This finishes the proof of Lemn&a16 O

Remark 6.17 We have fixed a base poixg € X. For a different base poing € X
there is a canonical isometry'§ (X), drg x,) — (F5(X), drs x,) defined by &, b, t) —

(& b,t + (a b|xp,x1)). (Of course this isometry appeared already when we defined
FS(f) for an isometryf: X — X.) Using these isometries and a colimit over all
choices of base points it is possible to give a canonicaltoactson of the metric space
FS(X) without choosing a base point. However, then we do no lohgee canonical
coordinates inFS(X), i.e. to make sense out ad,,t) € FS(X) we would still need

to pick a base point. Since the base-point free formulatiamot directly relevant for
our applications, we do not give any details here.

Remark 6.18 As pointed out beforef’S(X) and X agree as topological spaces. But
it should be noted that the construction of the metkig x, on F.S(X) differs slightly
from the metricd, constructed by Mineyev onX. The definitions ofy, in (6.9) and

of I(u,x) in [Min05, Definition 10 on page 422] do not quite agree. There Mineyev
uses a different parametrization to the effect that his tdantranslates to replacing

by © in (6.9). (The point [a, b; ]y, € #X corresponds toa( b, O— (bjxo)a, (axo)6] ()

in our parametrization, because, p; s]}, = [a,0; O[_ (bxy)a,(alxo)e] (% IS Used in
[Min05, Section 2.3] to identify the modekeX andgX.) However, this difference is
not important. All results of fin05] that we will use are also valid with this minor
variation. Moreover we remark that SinBg_ pjx,)... ajxo)5] () = ©[— (bjxo)a, (alxo)e] (D] < 1
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forall t € R, it is easy to check that the identification #%5(X) and *X is a quasi-
isometry with respect tdrg x, andd..

7 Flow estimates

In this section we prove the main exponential flow estimate/6(X). Recall that we
have fixed a base poinxg € X.

Theorem 7.1 (Exponential Flow estimate)Let A € (€™1,1) andT € [0, o0) be the
constants depending only dtiwhich appear in Propositiof.4. Considera,b,c € X
such thata,c € 0X = a# c andb,c € 0X = b # c holds. Lett,s,7 € R. Put

70 = t—s—(ablc,x);
2

N = 24 —— .

HBEYY)

Then we get

N
< N \(t(adbx) . \T
rsso(67(3.0,0; 6r(0,6,9) < T A A

For the sphere bundle of the universal cover of a strictlyatiegly curved manifold
estimates as above are classical results and have beemusigglraicK -theory in
[FJ8G. Compare alsoBFJR04 Proposition 14.2]. There only € 90X is considered
and 7y is chosen to ensure that-(a,c,t) and ¢..(b,c,s) both lie on the same
horosphere around.

As mentioned in the introduction, the proof of Theorértis strongly based on ideas
due to Mineyev Min05, Theorem 57 on p. 468].

We also will use the following basic flow estimate.

Lemma 7.2 We get for(a,b,t),(c,d,s) € FS(X) andT € R

dFS,Xo(QbT(aa b> t)a d)T (Ca d> S)) < e|7‘ : dFS,Xo((aa ba t)> (C> da S))
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Proof We compute

dFs,><o(¢T(a b, 1), ¢-(c,d,s))
- s % (9o (7(a, b, 1)), ds (4-(c,d S)))
- /]R 2. ¢oal
o / FS xo((ba—i—r(a b t) ¢J+T(C d S))
N R 2. ¢ol
dig o (90(a, D, 1), ¢5(c,d S))
/]R 2. glo—7|

_ / dis o (90(a b, 1), 6 (c,d S))
= 2. gol-Ir]

do

< ol / s 5000 (@ b, 1), 05 (c, d, 9))
R 2. glo|
— e|7‘ . dFS,XO((a, b’ t),(C,d,S)),

]

We record the following result due to Miney@&n05, Proposition 48 on page 460].

Theorem 7.3 The map
(XxX—AX) xR = FSX) - X, ((&b),t) — (ab,t)

is a homeomorphism, wherg(X) C X x X is the diagonal.

7.1 Flow estimates for the pseudo metric

The goal of this subsection is to prove the version of Thedfekfor the pseudometric
dIX7S Xo®

Theorem 7.4 Let )\ € (e€1,1) andT € [0, c0) be the constants depending only on
X which appear in Propositiof.4 Considera,b,c € X such thata,c € OX = a# ¢
andb,c € OX = b # ¢ holds. Lett,s, 7 € R. Put

0 = t—s—(ablc,x);
2

Then we get
(7.5) dyig 1, (07(8,C,1), Gy (b,C,9)) < N \H7—(@CD0),
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Its proof needs some preparations and is then done in sestepal.
We begin with the trivial casa = b.

Lemma 7.6 Consider the situation appearing in Theorém If a = b then (7.5
holds.

Proof Since
0 = t—s—(ablc,xg) = t—s—(aalcx) =t—-s
we getforallr e R
o-(act) = (act+7)= (b,c,;S+7+70) = ¢rin(b,C,9)

and hence
dyig ., (6(@ C 1), -7 (b,C,9) = 0.
m]

So we can make in the sequel the additional assumptionathatb. This has the
advantage that the expressiofgsc|b, Xo), (b, cla,x0), (a,c|u,b) and (b, c|u,a) for
u € X which will appear below are well defined elementdRin

Lemma 7.7 Definer,to,a,b,c,%Xg as in Theorenv.4. Suppose thaa, b € 0X =
a#b. Then

(i) We have
(axo)c — (a,clb,xo) = (b[xo)c — (b,cla,x0) = (alb)c;
t+7—(aclbxg) = s+7+ 70— (bclax);
(aXo)c — (t+7) = (bjxo)e — (S+ 7+ 70);
—(c|x0)a — (a,c|b, Xo) —(c|b)a;
—(cx0)b — (b, cla, xo) —(cla)p;

max{(a, clu,b), (b,clu,a)} < (axo)c — (a,clb,xp) forueX;
(i) If
t+7 > —(cx0)a;
S+7+7 > —(Cc[X)b,
then

1 (clx0)a, (axo)e] (T + ) — (&, €[D, X0) = 01— (cixo)m, (blxo)e] (ST 70 + 7) — (b, @, Xo);
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(iii) If we assume
t+7 > —(C/x0)a
01— (clxo)afalo)a (t + 7) — (@, clb,x0) < max{(a,clu, b), (b,clu, a)},
then

O (choya (@xoydt +7) = T+
Proof (i) Notice for the sequel thaa|a'). = oo if ¢ € 9X. Hence the first equality,
the third equality and the last inequality are true for @ivieasons it € 0X.
We compute forc € X
<a’X0>C - <a7 C’b7 X0> - <a‘X0>C + <C7 a‘bv X0>

(@lxo)c + ((alb)c — (alxo)c)
= (alb)c,

and analogously
(b]xo)c — (b, cla, o) = (bla)e = (alb)c.
This proves the first equation.
The second follows from
s+ 7+ 10 — (b, cla, Xo)
= s+7+t—s—(ablc,x) — (b,cla xo)
T+t — (a,blc,x) — (b, cla, %) — (c,alb,xo) + (c,alb, Xo)
= 7+4+t—(aclbxp).
The third equation is a direct consequence of the first twoogfX, and hence true for
all ce X.
The proof of the fourth and fifth equation is analogous to the of the first one.
Since forc € X
<a7 C‘U, b> = <C7 a‘bv U> = <a‘b>C - <a‘u>C < <a’b>c
and
(b,clu,a) = (c,bla,u) = (bla)ec — (blu)e < (bla)e = (ab)c
holds, the last inequality follows from the first equality.
(i) We begin with the case+ 7 > (a|xg)c. Then we get from the third equation of
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assertion(i) that alsos + 7 + 79 > (b|xp)c holds. We conclude from the definitions
and the first equation of asserti¢in

01— (clxo)a, (x0T + 7) — (@, ¢lb,X0) = (alXo)c — (&, clb, Xo)

= (bx)c — (b, cla, xo)

= 01— (cixaln, (blxo)e] (S + 70+ 7) — (b, €la, xo).
Next we treat the case+ 7 < (alXp)c. Then we get from the third equation of
assertior(i) that alsas+ 7+ 79 < (b|xo)c holds. Since by assumptidA-7 > —(C|Xo)a

ands+ 7 + 190 > —(c|xo)p holds, we conclude from the definitions and the second
equation of assertioi)

t+ 7 — (aclb,x)
= s+ 7+ 70— (b,cla Xo)
= O (e, (bxo)] (S 70 + T) — (b, cla, Xo).

01— (clxo)as (alxo)el (T + 7) — (&, €[b, Xo)

(i) Since the inequality in assertidi) implies

6[*<C|X0>av<a|xo>c] (t + T) < max{ <a7 C’U, b>7 <b7 C’U, a>} + <a7 C’b7 X0>
< (axo)c;

we gett + 7 < (a|Xp)c. Since we assume (c|Xp)a < t + 7, we conclude

01— (cxo)as @)l E+7) = t+ 7.

This finishes the proof of LemmaA7. O

The elementary proof of the next lemma is left to the reader.

Lemma 7.8 Consider numbers € (€71, 1) andT € [0, 00). Put

2
N =24+ ———.
EEYRETOY)
Then we get
2 < N;
2. (T—=v+X) < N forallv<T,
V4N \VW < N-A™W foro<v<w.
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Lemma 7.9 Consider the situation appearing in Theorémi Suppose thaa b €
OX = a # b. Suppose that

t+7 >
S+7+71 >

Then we get for all € X
||Xo(ua ¢T (a’ C’ t)) - IXo(ua ¢T+To (b’ C’ S))|
= |(u,cla,b) + 01— (cxo)a, aix)el (t + 7) — (& clb, Xo) — (&, clu, b)|
— 01— (e}, (axo)el (t + T) — (@ €lb, X0) — (b, clu, @) .

Proof We compute
% (U, ¢ (@, €, 1)) — I (U, Pri70 (0, C, 9))|
= |y, (@ c t+ 7)) — Iy, (b,c,s+ 7+ 70))|
= [(@e)u + [0 (cixo)a. eyl + 7) = (& €], Xo) | = (ble)y
= 0 (choyo byl (S 70 + 7) — (b, clu, o) |
= [(cla)u — (c|b)u
+ |01 (cpojasaporel (t + ) — (8., X0) + (a, clb, Xo) — (a, ¢lu, Xo) |
~ |01 (cixapn bixa}el (S + 70+ 7) — (b, cla, Xo) + (b, cla, o) — (b, clu, o) |
= [(u,cla,b) + [0[_(cxo)a @xo)el (t + 7) — (& b, X0) — (&, clu, b)|
— |01 ey, (i)l (S + 70+ 7) — (b, cla xo) — (b, clu, &)
Since we get from Lemma.7 (ii)
01— (clo)a (@)l (t+ 7) = (@, ClB, X0) = O (clxo)y, (blro)c] (S + 70+ 7) — (b, €[a, Xo).
Lemma7.9follows. O

Lemma 7.10 Consider the situation appearing in Theorém Suppose thaa, b €
OX = a # b. Suppose that

t+7 > —(C|X0)a
S+7+71 > —(C[X)b,
and
9[—<c\xo)a,<a\xo)c] (t + 7—) - <a? C|b’ X0> > maX{ <a'a C|U, b>a <ba C|U, a'>}
Then we get for all € X
||Xo(u’ ¢T(a, C’ t)) - IXo(ua ¢T+To (b’ C’ S))| = 0
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Proof We compute
|01~ (chro)as (a0}l (E + ) — (& €]b, X0) — (@, clu, b) |
— 101 (clropa. a0yl (t +7) — (8, clb,x0) — (b, clu, &)
= (01— (e}, (alo)e] (t+ 7) — (a,c|b,x0) — (a,clu, b))
— (01— (cxo)a(alxo)) (t + ) — (8, clb, x0) — (b, clu, &)
= —(a,clu,b) + (b, clu,a).
This implies together with Lemm&a9
|xo (U, &7(a, €, 1)) — I (U, dr410(b, €, 9)))|
= |{u,cla,b) — (a,clu,b) + (b, clu,a)]
= |(b,ac,u) + (a,c|b,u) + (c,bla, u)|
= 0.
O
Lemma 7.11 Consider the situation appearing in Theorém Suppose thaa,b €
OX = a # b. Suppose that
t+7 >
S+7+T1 >

and that
01— (clxo)a alio)a (t + 7) = (&b, X0) < max{(a,clu,b), (b,clu,a)};
01— (cpoa.(aho)l (t+7) — (&, clb,xo) > T
Then we get for all € X
ho(U, ¢7(a,C.1) — lo(U, ¢riry(D,C9)| < 2. AT {aEbX),

Proof We get from Lemm&.9
[lx (U, &7(a, €, 1)) — Iy (U, prt10(b €, 9))|
= [(u,cla,b) + 61— (cxo)a, @xo)el (t + 7) — (& b, Xo) — (&, clu, b)|
— |01 (cha)antapa)a (t+ 7) — (@ clb,xo) — (b, clu,a)|
< u,clab)| + (01— (co)a, s t + T) — (2 clb, Xo) — (a,clu, b))
— (01— (dxopatalxo)l (L + 7) — (@, Clb, X0) — (b, clu, &) |
|{u,cla,b)| + |—(a, clu,b) + (b, c|u, a)]
= [{u,cla,b)| + [(c,alu,b) + (a ulc, b)|
[(u, cla, b)| + [{u, cla, b)|
= 2-|{(u,cla,b)|.
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Our assumptions imply méxa, c|u, b), (b,clu,a} > T. We conclude from Proposi-
tion 6.4
[(u,cla,b)| < Ama{(aclub).(buajt

Thus we get using Lemmia?7 (iii)

“)(O(u7 ¢T(a7 C7 t)) — IXo(u7 ¢T+To(b7 (:7 S))’ 2. Amax{(a,c|u,b>,<b,c|u,a>}

<
< 2.\ (eho)a alxg)al (tH7)—(@,clb.xo)
= 2 . >\t+7'—<a7c‘b7)(0) .

O

Lemma 7.12 Consider the situation appearing in Theorém Suppose thaa, b €
OX = a # b. Suppose that

t+7 > —(C|X0)a
S+7+717 > —(C/X)b,
and that
O (cxo)a. @)l (T 7) — (. clb,X0) < max{(a, clu,b), (b, clu, a)};
O (cxo)a. o)l (T 7) — (@ Clb, %) < T.
Then we get for alli € X

o (U, &7(a, €, 1)) — lx(U, prirg (B, C,9)| < N - AT (@CDX0),

Proof Since 0_ (cix,)a,(alx,)e] 1S Monotone increasing and by Lemm& (i) and by
assumption

9[—(c|><0)a,<a\xo)c] (t + 7—) - (a’ C|b, X0> < min {max{ <a’ C|U, b>’ <b’ C|U, a>}’ T} ,
max{(a, C|U, b>’ <b’ C|U, a>} < <a|X0>C - <a, C|b, X0>,

holds, we can choosg € R satisfying

9[—(c|>q))a,(a|xo)c] (t + 7—/) - (a’ C|b’ X0> = min {max{ <a’ C|U, b>’ <b’ C|U, a>}7 T} :

T < 7.
In particular we have

t+ 7
S—I-T/—I-To
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Hence Lemm&.10and Lemma/.11imply

(713) ||Xo(u’ ¢T’(a’ C, t)) - IXo(u’ ¢T’+Tg(ba C, S))| 2. >‘t+7—l7<a7c|b’xo>

<
< 2. \HT—(@acbxo)

We compute

(7.14)
[ (U, ¢~ (8, €, 1)) — lxy(U; Pr1r(b, €, 9))
= |lx(u ¢7(a ¢, 1) — (U, ¢~ (a,c 1))

Flx(U; ¢ (8, €, 1)) — Iy (U, 7747, (b, C, 9))

+ b (U, @777 (D, €,9)) — 1o (U, 711 (b, €, 9))|
% (U, ¢ (@, €, 1)) — Iy (U, 7 (a, ¢, 1))

+ llx (U, o7 (a, €,1) — I (U, @470 (B, €, 9)))|

+ [ho (U, @77475(0, €, 9)) — I (U, dr470(D, €, 9))) -

IN

We estimate using Lemma7 (iii)

(7.15)
[l (U, ¢+ (a ¢, 1)) — Ix(u, ¢+ (a, C, 1))
= [((@C)u + [0 (cixo)as (ao)el (t + T) — (@ Clu, Xo)])
— ((@le)u + [ (cro)a alxo)l (E+ ) — (2 clu, X0)|) |
101 (el alxo)el (E + ) = (@, ClU, X0) | — |0} —(clroya, falxe)el (E + ') — (@ clu, o) |

< 0 e abora E+ T) = O o fabra (t+ 7))

= (01— (cho)a.(abiopa (t +7) = (& €IB,X0)) = (B~ (clo)a. (abxoyel (t + ') = (@ €lb, X0)) |

= (01 (chroya, a0yl (t + 7) — (a,€lb, X0)) — min {max{(a, clu, b), {b, clu, &)}, T}|
min{max{(a, clu,b), (b, clu,a)}, T} — (6 (cx)a.(alo)el (t + 7) — (B CID, X0))

= min{max{(a,clu,b), (b,clu,a)}, T} — (t+ 7 — (a,c|b,xo))

< T—(t+7—(aclbx)).
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Analogously we get using Lemnya7 (ii)

(7.16)
Il (U, @740 (D, €, 9)) — Ixo (U, P74 (0, €, 9))|
= [({bIe)u + [0 (chrops, bleo)el (S + 7 + 70) — (b, €lu, Xo))
— ({blehu + 01— (e}, (blxo)e] (S + 7 + 70) — (b, clu, X0) ) |
= |01 (chro)er(bla)l S+ T + 70) — (b, €|u, X0)]
— 161 (clxo)on byl (8 + 7'+ 70) — (b, lu, Xo) |
< 01— (clxos (bxo)el (ST T+ T0) = Bl (clxo)o (blro)el (S + 7'+ 70))|
= | (= (chomaibixo) (S + T + 70) — (b, cla, X0))
— (01— (clxo)os b3yl (S T 7'+ 70) — (b, Cla, Xo)) |
= [ (O (cho)a @by T+ 7) — (@ cb, X))
~ (01— (cho)an (@)l ( + 7') = (2, €lb, X0) ) |
< T—({t+7—(ac|bxo)).
Lemma7.7 (iii) implies
t+7— (b %) = 01 (gxgpaiaixgat + 7) — (&,Clb,x0) < T.

Hence we conclude from LemnTa8for v =t + 7 — (&, c|b, Xo)

(7.17) 2. <T —(t+7— (a,clb,x0)) + A”T*@vc‘b“@) < N M7 {acbx)

Combining .13, (7.14), (7.19, (7.16 and (7.17) yields

“Xo(u7 (bT(av Cv t)) - I)(o(uv ¢7‘+7‘0(b7 Cv S))’
< 2 (T—(t+7— (achx) + A7)
< N- )\t+7-f(a,c\b,xo>‘

O
Lemma 7.18 Consider the situation appearing in Theorém Suppose thaa, b €
OX = a # b. Suppose that

t+7
S+7+4+ 1710

Then(7.5) holds.
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Proof This follows from Lemmé&/.10 Lemma7.11(note that 2< N by Lemma7.8)
and Lemma/.12since by definition

FS xo(¢7'(a C, t) ¢T+To(b c S)) - Sup“Xo(u d)T(a c t)) - IXo(U, ¢T+T0(b c S))|

O

Lemma 7.19 Consider the situation appearing in Theorém Suppose thaa,b €
0X = a # b. Suppose that at least one of the following inequalitiesus t

t+7 < —(c[Xo)a;
S+7+717m < —<C’X0>b.
Then(7.5) holds.

Proof Put

"
T

max{ —(c[Xo)a — t, —(C|X0)b — S— 70}-

Since by assumption < — (c|Xg)a —torT < — (c|Xo)p — S— 7o holds, we must
have
<7’
We estimate
(7.20)

FS x0(¢7'(a C t) ¢T+Tg(b C S))

= dpgy((@ct+7),(b,c s+ 7+ 7))

< digx(@ct+7),@ct+7")+dgg, ((act+1"),(bc s+ 7"+ 7))
FSxO((b ¢, s+ 7"+ 1), (b,c,s+ 7+ 1)).

t+ 7"
S+ 7 + 710

—(c[x0)a;
—(clxo)p,
holds by definition ofr”, we get from Lemma&.18

>
>

(7.21)  dig, (@ct+7"),(bcs+7"+m) < N-ATF ' —(adbxo)
Next we want to show

(7.22) d;SXO((a ct+17),(act+7")
FSXO((b c¢,s+7"+1),bcs+r+1) < 7T
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Inspecting the definition of” we see that we have to consider two cases, namely,
t+ 7" = —(c[Xo)a and s+ 79 + 7" > —(c[Xo)p,

and
t+7" > —(cIx0)a and s+ 70+ 7" = —(c|xo)b-

We only treat the first one, the second is completely analegéuomt + = < t+

™ = — (C|X0)a We concluded_ ¢ axo)l(t + 7) = O cixo), (bixo)e (t + 7).
Lemma6.16implies

drg(@ct+7),(act+7")=0
We conclude from Lemm@.16
FSxO((b c,s+ 7" + 1), (b,c,s+ 7 + 70))
|01 (oo, bha)el (S+ 77+ 70) = O (e, blxo)el S+ 7+ T0)|
< ‘(S—FT +70) —(S+7 —|—7'0)‘
= 7" -7
This finishes the proof of7(22).
If we combine .20, (7.21) and (.22, we get
(7.23) dyg, (0-(C1), prin(dC9) < 7/ —7+N. N7 —(acbw0)
We estimate
—(clxo)a —t < (c|b)a — (clx0)a —t = (& clb,x0) — 1,
and forb € X
—(C|Xo)b — S— 70
= —(c|Xo)p —t+ (& blc,xo)
(a,clb,xp) —t— (a,clb,xo) + (a,b|c,Xo) — (C|Xo)b
(a,cfb,xo) —t+ (c,alb,xo) + (& blc,xo) + (b, ca, %) — (b, cla, xo) — (clXo)p
(a,cfb,xo) —t — (b, cla,xo) — (c[Xo)b
( (
(

a, clb,xo) —t — (cla)p
< (a,clb,xg) —t.

This inequality holds fob € 09X for trivial reasons. The last two inequalities imply
7 < (a,clb,xg) —t

and hence
0< 7 —7< —(t+7—(aclbx)).
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Lemma7.8applied tov = 7 — 7 andw = — (t+ 7 — (a,c|b, o)) vyields
(7.24) T N AT D) N (@b,
If we combine .23, (7.24), we get the desired inequality

g, (07(@ €. 1), brin(bc8) < N AT (@cb0),

Now Theoremn.4follows from Lemmar.6, Lemma7.18and Lemma/.19

7.2 Flow estimates for the metric

Next we prove Theoreihl

Proof We estimate using- A\ > 1, 0< e 1.\ < 1 and TheorenT.4

dFS,Xo(¢T (a, C, t)a ¢T+TO (b, C, S))
2 djig o (00(9-(@,C,1)), Po (Pr17(D, C,9)))

= do

e 2 - el
o o d?‘S (¢U+T ((a7 C, t))7 ¢0'+T+To ((b7 C, S))) do
A 2. ol

© N . )\t+o+77(a,c\b,xo>

< do

e 2. gol

N - )\t+a+7—(a,c\b,xo) © N . )\t+a+7—(a,c\b,xo>
do + / do.
2 . e|0| 0 2 . e|0|

0 N- )\t+o+7—f(a,c\b,xo> g © N . )\t+o+7—f(a,c\b,xo> g

= . 5 oo o + /0 5 o.

T (@acbxo) </0 e\ do + /oo(el oy dg)
o 0
. T—(a,lbxo) . (6- )\)‘7 0 {(6_17)\)”] )
. ’ ([In(e )\):| s + In(e=1- ) 0

‘)\t+77(a,c\b,xo> . < 1 1 >

In(e- N | “ine TN

1 1
. t+77<a,C‘b,Xo> .
A <1+In()\) + 1—In()\)>

N

1 |(A)2'A(t_<a’c‘b’xo>)w'
—1n

Il
8 o
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8 The flow estimates for the map

Let X be a hyperbolic complex angy € X be a base point. We define a map

(8.1) bo! Xx X = FS(X)
by 15, (a,C) :=
-1 : d(a, .
2,C O (el (alio)e] (m'” {2’ (gc)} - <C’X°>a>> ¢ € Xanda#c
a,c, @E1<c\m>a,m] - (c]xo>a)) ce X
c=(cc0) ifa=c.

We remind the reader that fa, ¢ € X we havea = (a,8,0) = (a,a,—x) =
(a,c,—o0) in FS(X).

Remark 8.2 Because of Lemmd.16 the point iy (a,c) is c if a = c, is the

unique point on the line& c)rgx) whose distance with respect tiyg y, from a
is min{2, d@9 L jf ¢ € X anda # c, and is the unique point on the line, €) rs(x)

whose distance with respectdas x, from a'is 2 if ¢ € 9X.

Lemma 8.3 Considera,b € X andc € X with a+# ¢ andt € R. Suppose

i a(a,c) X:
drsx(@c) (aa0) = { MM277)  cexX
Fs % (( ) ( ) { ) A

Then
—d(@a b) < t—(aclb,x) < 5/2.

Proof Note that & a,0) = (a,¢, —o0) € FS(X). We conclude from Lemm@.16
Lemma?.7 (i) and Lemmab.7 (vi)
(8:4)  O[_(cJbja,(ab)sl(t — (@ clb, Xo))
= O (dxo)a—(aclbo).(@x)e—(achx)] (t — (@ c|b, Xo))
= O (cxo)a(alx0)l (1) — (2 Clb, X0)
O (clxo)a, (alxo)e] () — (—{C[X0)a) + (—(C[X0)a) — (&, c|b, Xo)
O~ (chxo)a, (@)l (1) — (=(ClX0)a) — (c[b)a
= drsx((@ct),(aa 0)) - (cb)a.
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If ¢ € X, we get by assumption

d@c) _ (ab)c — (—(cb)a)

<
dFS,Xo((a'a C, t), (a'a a, O)) = 2 2 3

and hence

drgx((a ¢ 1), (a,a 0)) — (cb)a < (alb)c + 2(—<C|b>a)-

This inequality is true forc € 90X for trivial reasons. Hence we get fror@.4)

O (clb)a,alb)e] (t — (&, C|b, X0)) < —<C!b>a2+ <a\b>cl

Lemma6.7 (ix) together with 8.4) implies

t—(aclbX) < O (b @bt —(aclb,x))+1/2
= drsx(@ct),(aa0) —(cb)a+1/2

drs x((@ ¢ 1), (aa,0)) + 1/2

2+1/2

5/2.

IN A

Thus we have proven the upper bound (a, c|b, xp) < 5/2. It remains to show the
lower bound—d(a,b) < t— (a,clb,Xp).

We conclude from the assumptions that

d@c) _ (@b)c—(=(clb)a)
2

andc € X
5 €

drsx((a c t),(aa0)) =
or
drs x((@c 1), (aa0) = 2
holds. We begin with the first case. Then

(@b)c + (={c|b)a)
5 :

drs x((& ¢ 1), (&, a,0)) — (c[b)a >
Lemma6.7 (ix) together with 8.4) implies
t—(aclbx) > —(cb)a > —d(ab).
Finally we treat the second case. Th8w implies
O (clb)a, @byl (t — (&, Clb, X0)) > 2 — (c[b)a.
Since foru < —(c|b), we have

O (cbja(al)](U) = — (c|b)a + €' ((Pa) /2 — gi=(@ble ;2 < 2 (c]b),,
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we conclude
t— (aclb,xg) > —(c/b)a > —d(ab).

This finishes the proof of Lemnma3. O

Lemma 8.5 The mapuy,: X x X — FS(X) from (8.1) is continuous. It idsom(X)-
equivariant with respect to the diagonabm(X) -action on the source. Farc X the
mapiy,(x, —): X — FS(X), Y 1x(%Y) is injective.

Proof We only prove continuity, the other claims are straightsfard to check us-
ing Remark8.2 Recall thatX and FS(X) are metric spaces. ByBH99, Exer-
cise 111.H.3.18(4)] the spacX is metrizable. Hence it suffices to check continuity for
sequences. Consider sequen@dnto in X and €q)n>o in X and pointsa € X and

c € X such that lim_., a8, = ain X and limh_., ¢, = ¢ in X hold. We have to show
lIMp— 00 tx(@n, Cn) = tx(8, C) IN F'S(X).

Suppose thaa = c¢. Then we can assume, € X and a(an,cn)/z < 2 for
n > 0 and lim_ d(a,,cy) = 0. This implies by the construction af, that
liMn_ o0 drg x (@n, tx(@n, Cn)) = liMp_o drs x,(@n, Cn)/2 = 0 and hence

nIim Lx,(@n, Cn) = nIim an = a=C=1y(a0).

Hence we can assume without loss of generality ghgtc anda, # ¢, foralln > 0
holds.

Forn > 0 put an = —(Ca|X0)a, and Gn = (@n|Xo)c,- Puta = —(c|xo)a and
(B = (alxo)c. Then the continuity of the Gromov product (see TheofeB)implies
im an = ¢«
Nn—oo
Iim /Bn - ﬂ.
Nn—oo

Definet, to be the real number satisfying

@[anﬁn](tn) = min {27 M} — (Cn[X0)a, Ch € X
@[anﬂn](tn) = 2- <Cn‘X0>an Cy € OX.
Definet to be the real number satisfying

OLa,mt) = mi”{zv@}—@b@a ceX;
Oas) = 2—(cx0)a cc OX.

(8.6)

(8.7)

Then ux,(an, Cn) = (an,Cn,th) and i,(a,c) = (a,c,t). Because of Theorer.3 it
suffices to show that lim.. t, = t holds. From Lemma.3 applied in the case
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b = xo we conclude—a(an,xo) <th <5/2 and—a(a, Xp) <t <5/2. Hence we can
assume without loss of generality for all> 0

—d(a,x0) — 1 < tn, t < 5/2.

We conclude from the Mean Value Theorem for some number0, 1]

@[a,ﬁ] (tn) — G[a,ﬁ] O = Gfa,ﬁ] (p-th+ (1 —=p))-(th —1).
Choose a constai@ > 0 such tha@faﬂ] (s) > C1 holds fors € [—a(a, X0)—1,5/2].
Sincep - th + (1 — p)t liesin [—a(a, Xo) — 1,5/2], we conclude for alh > 0

|th — t] < C - [Ofa,51(tn) — Oa,51(t)!-
We get from the triangle inequality
100,81 (th) = Oa,s1 O] < [Oan,6:1(tn) — OLa,g1(tn)| + [Ofan, 5 (tn) — O 51 (V)]

and hence
88) |th—t < C-(I8an(tn) = Opa,s(tn)l + [Oan (tn) — Opa,s(®)]) -

Sincean, a € X, we have—oco < ap and —oo < a. We haves < oo if and only if
ce Xandg, < oo ifand only if ¢y € X. If § = oo, we can assume without loss of
generality 52 < 3, and hence, < j3, for all n > 0. We conclude

|®[an,ﬁn](tn) - Q[a,ﬁ](tn” < maxX{|an — al, |G — B} Bn, B < o0;
|O1an 60 (tn) — O, ()] < [an — af Bn = = o0;
Oan 51 (tn) = Opagi(ta)] < [on — af +&n=Fh Bn < 00,3 = oo,
from Lemma6.7 (vii) and (vii) and (the triangle inequality in the last case). Since
th < 5/2, limp_,o an = o and limy_. By = 3, we conclude

Iim_[Ora, 6 (t) = Opa,(ta)| = 0.
Sinced and the Gromov product are continuous, we get usig and 8.7)

nIiﬂmOO |O1am, 8, (tn) — Ora,g ()| = 0.
Now (8.8) implies lim,_. o, t, = t. This finishes the proof of Lemn5. O
Theorem 8.9 (Flow estimate for) Let\ € (e71,1) andT € [0, o) be the constants
depending only orX which appear in PropositioB.4. Considera,b € X andc € X.
Put

2

N = 2+m
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Then there exists a real numbey such that
I7o] <2-d(a,b)+5

and for allt € R

N —d T
drs x(Prixg (@ C), Primytx(b,€)) < Tn()\)Z SATA@D) AT
Proof Put
(O1=(cxo)as(alo)el) (min {2, ‘“%C)} — <c]xo>a> if c e X anda # c;
_ 71 A
b= (O (co)arcel) (2 (cl%0)a) if c € 9X;
(a,clb,xp) =0 ifa=c;
-1 . d .
(O (chxo. (lxole]) <m|n {2, "(2"”} - <c|x0>b) if c€ Xandb # c;
_ -1 .
s = (9[ (clxo) b,oo]) ( - <C!Xo>b) if c € 0X;
(b,cla,Xp) =0 ifb=c.
Put

We have by definition
w(@c) = (act);
b,0) = (bcs9);
0 = t—s—{(ablc,xg) = (t— (aclb,x)) — (s— (b,cla, Xo)).

We conclude from Theorem.1

N il )
A7 s (B 13 (@, ©); Prirg b (D, €)) < IO \(t=@cbx)) . \7
We have
i d(a.0) .
d a,ct),(aa0) = min{2, 552}  ceX;
Fsx((& ¢ 1), ( ) { ) ok
and

d b,c,9),(b,b,0) =
Fs.x((0,€,9), ( ) 5 e %

We conclude from Lemm@&.3 and the definition ot ands respectively that
—d@ab) < t—(achx) < 5/2
~d@ab) < s—(bcax) < 5/2

holds. This finishes the proof of Theoredrd. O

{ min{2, %9} ceX;
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We can now prove the flow estimate from the introduction.

Proof of Theorem 1.5 Definej: GxX — FS(X) by j(g, €) := 1x, (9%, C). It follows
from Lemma8.5that | is continuous ands-equivariant with respect to the diagonal
G-action on the source. L&t ;= max{a(xo,sx)) | s € S} whereSis the generating
setS of G used to define the word metrdg; on G. Then

d(g%, hx) < Cds(g,h) Vg,heG.

Let o > 0 be given. Let\ € (€71, 1) andT € [0, co) be the constants depending only
on X which appear in Propositiof.4. Let N be the number defined in Theore&9.
Define

B(a) = 2Ca+5
. N —Ca 7
fo(r) = 102 A AT

It follows from Theorem8.9that 5(«) andf,, satisfy the assertion of Theorelnb. 0O

9 Further properties of the flow space

Theorem 9.1 Let X be a hyperbolic complex with base poigtc X. Suppose thdb
acts onX by simplicial automorphisms such that every isotropy grsujnite. Then

(i) The metric spac€FS(X),drs x,(X)) is proper;
(i) The inducedG-action on the flow spac@’S(X), drs x,) is proper;
(iif) If G acts cocompactly oK, thenG acts cocompactly olr'S(X).

A G-spaceY is calledproper if for every y € Y there exists an open neighborhood
U such that the sefg € G | g- U NnU # 0} is finite. Proper implies that all
isotropy groups are finite. The converse is not true in gérimmis true if Y is a
G-CW-complex (Luc89 Theorem 1.23 on page 18]). lir(dy) is a metric space
and G acts by isometries, th&-action is proper if and only if for every € Y
there exists are such that the sefg € G | g- B.(y) N Be(y) # 0} is finite, where
B(y) = {z€ Y| dy(y,2 < e}. Ametric spaceY,dy) is calledproperif and only if
B.(y) = {z€ Y| dv(y,2 < €} is compact for ally € Y ande > 0.

The elementary proof of the next result is left to the reader.
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Lemma 9.2 Let (Y,dy) be a proper metric space. L€t act onY by isometries.
Then theG-action onY is proper if and only if for evenyC > 0 andy € Y the set

{g]dy(g-y,y) < C} is finite.

Now we are ready to prove Theoredri

Proof (i) This is proven in Min05, Proposition 54 on page 464].
(i) Mineyev Min05, page 457] constructs a map
U: FS(X) — X

such that there exists constarks and K, depending only onX such that for all
v,w € FS(X) andg € G we have

drsao(V, W) — ATV, YW)| < Ky
d(¥(@-v).9-¥(W) < Ko
Compare alsoNlin05, Proposition 43 on page 458].
We conclude foiv € FS(X) andg € G

d(g- w(v), ¥(v))

< d(w(g-v), ¥(V) +d(¥(g-Vv),g- ¥(V) .
= drss(@V,V) — drsx(@- v, V) + d(W(g - V), U(v)) + d(¥(g - v),g - ¥(v))
< drss(9- V) + |des (9 Vv, V) — d(T(g - V), T(V)| + d(¥(g - v),g- (V)

< drsx(9-V,V) + K+ Ka.

There exist real numberd > 1 andB > 0 depending only orX such that for all
X1, X2 € X we have

A~td(a, %) — B < d0a, %) < A-dOa,X) + B
whered is the word metric, compare the beginning of Sectioh Hence we get
dg- T(), ¥(v) < A-dg- (), ¥(V)+B
< A (drsx(@-Vv,V) + K1 + Kz) + B.

Considerv € FS(X) andC > 0. SinceG acts properly orX and X, d) is a proper
metric space, Lemm@.2implies that the set

{geGld(g- ¥(v),¥(\) <A-(C+Ki+Ky)+B}

is finite. Since this set containgy € G | drs x,(9- v,V) < C}, also the latter set is
finite. Hence theG-action on ¢S (X), drs x,) is proper by Lemma&.2
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(iii) SinceG acts simplicially and cocompactly a§, we can find a compact subset
C C XsuchthatG- C = X. ConsideD = {x € FS(X) | d(¥(x),C) < Kz}. SinceC
is compact, its diameter diaq] is finite. Since fory, z € D we get

drs x(Y,2) < d(T(y), ¥(2) + Ky < diam(C) + 2Kz + Ky

the setD has finite diameter. SincES(X) is proper as a metric space by asser{iopn
the closure oD is a compact subset dfS(X). Nextwe showG-D = FS(X). Consider
x € FS(X). Chooseg € G such thatg~2¥(x) € C. Fromd(¥(gx), g1 ¥ (X)) < K»
we concludeg—!x € D. This impliesx € g-D C G- D. HenceD is a compact subset
of FS(X) with G- D = FS. ThereforeG acts onFS cocompactly. This finishes the
proof of Theoren®.1 O

The following facts are well-known. We include a proof foetbhonvenience of the
reader.

Lemma 9.3 Let X be ad-hyperbolic complex in the sense of Sectiéil Let X be
the compatctification oX in the sense of Gromov. Then

(i) X is locally connected;
(i) X has finite covering dimension.

Proof We start by reviewing the topology of following [BH99, p.429]. Recall
that X denotes the 1-skeleton &f. A generalized rayc: | — X3 is a geodesic
with respect to the word metrid,,..4, Wherel = [0,R] for R > 0 or | = [0, c0).
In the later casec will be called a geodesic ray. If = [0,R] it is convenient to
write c(t) = ¢(R) for t > r. Two geodesic rays, ¢’ are called equivalent if there is
C > 0 such that,,,,4(c(t), ¢ (t)) < C forall t € [0, c0). dX = XD is the set of all
equivalence classes of such geodesic rays. For a geodgsieveadenote byc(oo) the
point in 9X determined byc. Fix a base poinky € X© andk > 25. Every point in
OX can be written as(cc) wherec is a geodesic ray starting &, [BH99, Lemma 3.1
on p.427]. For a geodesic raystarting atxp andn € N let V,ﬁl)(c) denote the set of all
c/(o0) wherec’ is a generalized ray starting & with d,,..¢(c(n), ¢'(n)) < k. (Such
a generalized ray may end K.) Let V,(c) be the union oN,ﬁl)(c) with the smallest
subcomplex oX containingV,(ﬁ)(c) NX. The topology onX = XU dX is now defined
as follows: aU c X is open if and only if the following two condition hold

e UnNXisopeninX.

e If cis ageodesic ray starting &5 andc(oco) € U then there is € N such that
Vp(c) C U.
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We now prove(i). Obviously X is locally connected as it is@W-complex. It suffices

to show for everyx € 9X = X — X that there is a (not necessarily open) connected
neighborhood (seeMun75, Exercise 10 on page 163]). But this follows because the
Vn(c) from above are connected.

Next we prove(ii). Let D € N be the maximal number of points X© that are
contained in a ball of radiuk + 2. This is a finite number becauséis uniformly
locally finite. BecauseX has finite covering dimension ardiX is compact, it suffices
to show the following: For every finite collectiali of open subsets oX that covers
OX there is anD — 1)-dimensional refinement @f that still coversoX.

We will need the following observation: Let ¢’ be two geodesics starting &f. Let

x be the endpoint ot and X' be the endpoint of’. If N is such thatd(c(N),x) >
d(x,X) + ¢, thend(c(N), c’'(N)) < 25. This is an easy application of the condition that
all geodesic triangles iXx® are §-thin.

For N € N consider the seBy of all ¢(N) wherec is a geodesic ray iX(® starting at
Xo. This is a finite subset aX(©) becauseX is locally finite. For everyx € Sy pick a
geodesic ragy starting atxg such thatc,(N) = x. Denote byB the close ball of radius
n-+ 6 aroundxg. Let Uy := (Vn(cx))° — B. Then the collectiorify := {Uyx | X € Sy}
coversoX. Let ze X — B and choose € Sy such thatx lies on a geodesic fromg
to z. Using the above observation it is not hard to show that fenex € Sy with
z € Uy we haved(x,xX) < k+ 25. Therefore the dimension @fy is bounded by
D-1.

It remains to show that for sufficiently large, the collectionsy will be a refinement
of the given collectiori/. Let R > k+ 3§, R € N. By the definition of the topology
of 90X and becausé&X is compact, there ardq,...,M, € N and geodesic rays
Ci1,...,Cn Starting atxg such that

e OXC V|\/|1+R(C1) U---u VMn+R(Cn);

e foreveryi=1,...,nthereisU € U such thatVy,(c) C U.
Let M := max{M,...,My}. Two applications of the above observation give the

following: If c is a geodesic ray starting a such thatc(oco) € Vw 4r(Gi), then
VM2r(C) € Vi (Gi). Thusiyor is a refinement o/ . D

We can now check the additional properties stated in Sett@&n

Proof of Proposition 1.6 (i) This follows from BH99, Theorem 3.2 on p.459].
(i) By Lemma9.3 X has finite covering dimension and is locally connected. libfes
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therefore from Theorer.3that F.S(X) — FS(X)® = FS(X) — X is locally connected
and has finite covering dimension.

(iii) This follows from Theoren®.1
(iv) For g € G its translation length onKS(X), drs(x) x,) is defined as

I(g) = nII—>moo dFS,Xo(gn(aa ba t)> (a'a b> t))/n

By the triangle inequality this definition does not dependiumn choice of & b,t) €
FS(X). In particular, it depends only on the conjugacy clasg.o8ince the isometric
G-action onF'S(X) is cocompact and propel(dg) is quasi-isometric to XS, drg x,) -
Thus, there are constands> 1, B > 0 such that

A-I(@) +B>7(g) == lim ds(g", 1e).

(7(g) is the translation length af on (G, dg).) By [BH99, Proposition 3.15 on p.465]
for fixed C > 0 the number of conjugacy classes whose translation leng(®ods)
is no more tharC is finite. We conclude that the same holds for the transldéogth
on (FS(X), dFS,Xo)-

Fix C > 0. Let £ be the set of all orbitd. of the flow ¢, on FS(X) with 0 <
pe@(L) < C, see Definition2.15 EveryL € L is a line @, b.)rsx) with a,
b, € X. ForL € £ there isg. € G such that

oL - (a, by, 1) = (a, b, t+ peS(L))

for (a_,b.,t) € L. In particularg. -a,. = a,, 9. -b. =b.. If ag € Xorb. € X,
theng, has finite order because the action®bn X is proper. But this would imply
pef(L) = 0. Thereforea,, by € OX. By Lemma6.161(g) = peG(L) < C. Recall
that 0X = 0G, becauseX is quasi-isometric td5, [BH99, Theorem 3.9 on p.430].
Because everg € G has at most 2 fixed points oG [GdIH90, 20.- Corollaire on
p.149] the maf. — g, is injective. Because there are only finitely many conjugacy
classes of translation length C this means thaG\ £ is finite. This is what we needed
to prove. O
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