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ing under J. R. Womersley (who headed a new
Mathematical Division) and serving briefly as assistant
to Alan Turing (1912-54). The NPL was a government
laboratory largely devoted to metrology; however, in
the post-1945 years it was also seen as a center for
research in computing. An early stored-program com-
puter, the Pilot ACE, was completed there by 1950. In
the early 1950s, Davies used the Pilot ACE to simulate
road traffic and worked on the ACE computer design.
Following an NPL symposium on the mechanization
of thought processes in November 1958, Davies’ atten-
tion turned to the machine translation of languages,
especially Russian—English, which was of Cold War
wmnterest. Through contact with Harvard University, a
magnetic tape of a Russian—English dictionary was
obtained (although inevitably in the incompatible UNI-
VAC rather than Pilot ACE format) and the first accept-
able machine translations achieved in 1963. Davies was
a technical manager for the UX. government’s
Advanced Computer Techniques Project (ACTP) and
served briefly at the Ministry of Technology in 1965.
In 1966, Davies became superintendent of the
Autonomics Division (renamed the Division of
Computer Sclence in 1968). He was then in a position to
oversee a project based on one of his own key ideas. When
communicating over a network, there are two options:
Either, as 1s the case in a telephone conversation, the
entire length of the connections can be kept open and
dedicated to the duration of the communication (known
as cirauir switching), or the message can be passed from
node to node. If a long message 1s divided up into smaller
parts, which are then fed from node to node according to
gaps in the traffic, this second method of communicating
1s kmown as packet switching. An early version of packet
switching was used in telegraphy and had been proposed
(but not implemented) for computer data networks by
Paul Baran (1926~ ) of the RAND Corporation in 1961.
Davies independently proposed packet switching in
1965, and after a presentation by NPIL, staff at an
Association for Computing Machinery meeting in
Gathinburg, Tennessee n 1967, 1t was adopted by
Lawrence G. Roberts (1938— ) for ARPANET. Davies
envisaged a two-level data network: one at the national
level connected to other networks at the second level of

local organizations or buildings. A local area network

around the NPL was working by 1970, using a
Honeywell DDP-516 as a message-switching com-
puter, with software written by Peter Wilkinson. Davies
continued to direct the Computer Science Division
until 1978, after which he worked in a number of areas,

notably data security.
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dBase

dBase (versions II, I1[, and IV) was the most popu-
lar database system for personal computers before

Microsoft and Oracle started dominating this mar-



ket. It was sold by Ashton-Tate, a company acquired
by Borland in 1991,

dBase started around 1979 as the pet computer proj-
ect of Wayne Ratliff (1946— ), a programmer at the Jet
Propulsion Laboratory in Pasadena, California. Rathff
wrote a program for his own personal computer using
the relational approach, in which information is stored
in tables. His first implementation was a port of a pub-
lic domain system, called JPL.DIS, from a mainframe
to a microcomputer. He then started selling his data-
base software, called Vulcan, by mail order. An entre-
preneur, George Tate, convinced Rathff to sell the
product exclusively through the company he had just
started, Ashton-Tate (the name 4shton was picked to
malke the name of the company sound serious). Since
another company had a claim to the Vulcan name, the
database was renamed dBase II. It was sold for several
hundred dollars. The CP/M version of dBase II was
released in 1981 and became an immediate success.

When the IBM personal computer (PC) was intro-
duced, a new version of dBase was ported to this
machine. dBase IIl was a more powerful product,
capable of handling large data {iles. It was still very
easy to program, and third-party vendors introduced
compilers. dBase Il was originally an interpreter:
The system had to be started using typed commands,
the user database was opened, and a user program
could then be run. The program source code was
always visible. However, developers wanting to pre-
serve the confidentiality of their programs could com-
pile them, transforming the source into an executable
file. The most used dBase compiler was Clipper, intro-
duced by Nantucket 1 1985.

Being the first database product for microcomput-
ers, dBase set a standard against which other prod-
ucts were measured. The heyday of dBase was the
“before Windows” era. The user communicated
with dBase using a command line in which such key-
words as SELECT and PRINT could be typed. Since
the data were stored in tables, the user would select
records meeting some criteria and would then print
those fields in which he or she was interested. dBase
was an interactive product, but the user would learn
to program simply by watching the result of his

queries. A series of queries, stored in an ASCII file,
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was already a dBase program. dBase made every user
a prograximer.

dBase IV, introduced m 1988, made programming
even easier. Most of the commands were started by
clicking on buttons and query forms from the Control
Center. The sequence of commands selected could then
be stored 1 a program to be used repeatedly. Also, 1t
was now possible to start SQL queries within dBase pro-
grams, expanding the universe of users who used the
database. Input screens could be “painted” and did not
have to be designed painstakingly using elementary
commands. However, dBase IV never became as popu-
lar as dBase III, in part due to the many bugs in the
first release. Ashton-Tate started losing ground in the
database arena at about this time.

In 1990, while dBase users were still waiting for ver-
sion IV 1.1, a federal judge ruled against Asthon-Tate
in a lawsuit that the company was running against Fox
Software and Santa Cruz Operations claiming copy-
right infringements of the dBase language. At issue
was the “look and feel” of the dBase product, which
\shton-Tate claimed could not be copied. But the judge
ruled that Ashton- Tate had no rights over the query
language, since dBase had originated from a public
domain system (JPL.DIS) and this has not been made
clear in the company’s patent filings. Although the rul-
ing was later reversed by the same judge, Ashton-Tate
continued its downfall and the company was bought by
Borland, which in July 1991 was already working on a
database for Windows for U.S.$440 maillion.

In 1994, Borland released dBase 5.0 for Windows, the
first dBase version with a GUIL But now there were
more competitors, such as Microsoft’s Access, and the
new dBase could not recover its user base. Borland,
which m 1998 changed its name to Inprise Corporation
is the owner of the dBase brand. The latest version of
the software is called Pisual dBase.

The importance of dBase as a product relies on hav-
ing brought database handling capabilities to micro-
computers. In 1987, the fourth-most-sold program for
the IBM PC was dBase III and i 1995, Byte magazine
selected dBase as the fourth most important software
product in history. Eventually, Ashton-Tate failed
because 1t could not adjust 1n time to the new operating

systems brought out by Microsoft and Apple.
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DBMS sce Database Management Systems.

DB2

B2 is a database management system (DBMS)
Dsold by IBM, whose market share in this segment
of the software industry was about 30 percent in 2000.
DB2 runs on a variety of operating systems, including
0S/2, Windows and Windows NT, variations of Unix,
and IBM’s 0OS/390 and OS/400. There are currently
more than 3 million DB2 installations.

DB2 1s a relational database—that is, data are
stored in tables (relations) that can be queried using a
special language such as SQL. This language was
developed by IBM and in the late 1970s was put into
the public domain. The first relational database sold
by IBM was SQL/DS, released in 1981, which was
replaced two years later by DB2, a database for IBM
mainframes. DB2 has continued to evolve since 1ts
introduction, adding new features every year and also
new variations of SQL. Being an SQL-based language,
DB2 provides data definition, data manipulation, and
a data control language.

DB2 1s one of the few examples of software that
moved successfully from the mainframe to smaller
computers. IBM added the suffix UDB to DB2 to
indicate that it i1s now a universal database. The key
objective of IBM has been to position DB2 at the cen-
ter of “complete solutions,” by offering many other
software products that access the DB2 server soft-
ware. To implement this strategy, all DB2 groups
within IBM were fused into a single group that wrote
unified code for all platforms.

To couple the database with applications, DB2 pro-
vides a functionality that makes programming with

this system easier. An interface exists for most common

programming languages, so that DBZ2 queries can be
started from within a program. Also, it is now possible
to access DB2 databases through the World Wide Web.

The latest release of DB2 added support for data
warehouses and online analytical processing (OLAP).
IBM’s intention is to provide scalability—that is, the
capability of greatly increasing the size of a data-
base—and extensibility, which refers to interfacing
future applications to DB2. This is the case of elec-
tronic commerce on the Web, for which no definite
standards exist.

The largest producers of database systems are IBM,
Oracle, Microsoft, Informix, and Sybase, in that order.
Although IBM had lost market share in the 1990s, it
became the leading database vendor after switching to
its “universal” strategy. The database market 1s
expected to grow to U.S$10 billion by 2005, and DB2 is
expected to continue to be one of the principal DBMS
products.
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Debugging

The word bug as a synonym for a computer pro-
gramming error has been in use for more than 60
years. Debugging refers to the process of finding and
removing errors in programs.

Usually, the programmer examines a program’s
source code, trying to identify the offending portion.
In more complex situations, a debugging tool allows
the user to go step-by-step through a program, set-
ting breakpoints at specified statements and examin-
ing the values of variables. The first debuggers
worked only with assembler language, but there are
modern debugging tools for high-level programming
languages which interpret a program line by line.

The debugger for the language Prolog, for example,



