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Abstract

With the increase of computing power and computing possibilities,
especially the rise of cloud computing, more and more data accumu-
lates, commonly named Big Data. This development leads to the need
of scalable algorithms. Machine learning always had an emphasis on
scalability, but few well scaling algorithms are known. Often, this prop-
erty is reached by approximation. In this thesis, through a well struc-
tured parallelization we enhance the Bump Boost and Multi Bump
Boost algorithms. We show that with increasing data set sizes, the al-
gorithms are able to reach almost perfect scalability. Furthermore, we
investigate empirically how suitable Big-Data-frameworks, i.e. Apache
Spark and Apache Flink, are for implementing Bump Boost and Multi
Bump Boost.
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1 Introduction

1 Introduction

The development of computer science was always driven by the increasing
computing possibilities. Even though the empirical law of Moore [M+75]
seemed always valid, in the last two decades computers have pervaded the
daily life as never before. Beginning with the rise of the personal computer
over the laptop evolution to the revolution of smart phones, computers be-
came an essential part of industrial nations. In the developing countries the
increased usage of mobile phones leads to new chances and opportunities,
mobile banking and micro credits change the economic reality of millions of
people [Por06, page 8-18]. For computing backends the development of so
called cloud computing infrastructure, f.e. Amazon Web Services, Google
App Engine, Microsoft Azure, eased the deployment and handling of com-
puter clusters and distributed applications. This trend increased efficiency,
thus decreased the costs of server infrastructure for companies, and, even
more, it lowered the barrier for launching services. Several services such
as Dropbox do not have physical servers, but rely solely on cloud services,
in this case Amazon S3 [dro15]. In the last decades, also the emerging of
software companies such as Google, Amazon, and Facebook, to name the
most prominent ones, tied millions of users to their services.

From the rise of personal computers to the one of smart phones, from
sensor networks to the internet, from deployable cloud computing solutions
to the mobile phones in the developing world, from Google to Facebook,
more and more computing entities and users are present, and more and
more data is created and generated. The broad term “Bid Data” names the
challenge of handling such data, i.e. data that is too complex or too large
for traditional approaches.

Driven by this development, the Apache foundation plays a key role.
With the Apache Big Data Stack it provides the most popular solution for
Big Data applications. Hadoop, to name the working horse, offers a file
system to distribute large data files and resource managers to distribute
applications on clusters. The recent development of large data processing
lead from the simple Map-Reduce paradigm [DG08] to more complex frame-
works such as Apache Spark and Apache Flink, which was and is actively
developed at TU Berlin.

In machine learning scaling with increasing data sizes was always an im-
portant property, especially because the increase of data often goes hand
in hand with increased accuracy. But still few well scaling algorithms are
known and most attempts to adapt existing algorithms to larger data sizes
were made by approximating partial solutions. Even though this is per se no
problem, because the final prediction rate is what matters in machine learn-
ing, it indicates that most scaling efforts are made on existing algorithms
by “accelerating” them and few are designed to scale. To name an example,
even with approximations Support Vector Machines are only able to handle
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1.1 Objectives of this Thesis

a moderate quantity of input data. Other solutions, such as deep neural
networks can handle large amounts of complex data and benefit from par-
allel computing[KSH12], but still suffer from their computational cost and
model complexity. Apache Spark provides a machine learning library called
MLlib with basic and easily scalable solution such as linear Support Vector
Machines and logistic regression based on stochastic gradient descent. Even
though these solutions scale well, they have restricted success on compli-
cated data due to their simple machine learning models. More successful
is the MLlib recommender model [mll15], which is used by Spotify [spo15]
for recommending users music they may like, i.e. collaborative filtering.
The model approximates a matrix factorization via alternating least squares
(ALS, [KBV09]).

In the past, data sets, especially labeled ones, were often of modest size
due to missing data sources and small labeling capacities. With the increase
of computing entities, the data emergence is increasing, too. Also the prob-
lem of missing labels is less prominent due to crowd-sourcing approaches
such as Amazon Mechanical Turk [Ipe10]. Both lead to larger data sets.

In other words, with the appearance of Big Data machine learning needs
to adapt to the increasing data set sizes, hence has need for scalable algo-
rithms that can cope with complex data.

This thesis introduces Bump Boost and Multi Bump Boost, two boosting
based algorithms created by Mikio Braun and Nicole Krämer. We try to
make their algorithms scalable. If successful, we would like to implement
and empirically test the result, furthermore, show the revised algorithm
scaling properties and compare them with state-of-the-art alternatives.

With the popularity and successful application of Big Data frameworks
such as Spark on various machine learning tasks, f.e. the Apache Spark
MLlib recommender model, the question arises, if Bump Boost and Multi
Bump Boost can benefit from them. In this thesis, we try to present a
solution for this question by implementing Bump Boost and Multi Bump
Boost on the popular/new Big Data frameworks Apache Spark and Apache
Flink. Besides a quantitative analysis concerning the training times, we
would like to show a qualitative analysis of the implementation effort.

This thesis is written for a reader with a good computer science back-
ground and elementary knowledge of machine learning. Even if the research
field is quite advanced, we try to ease the understanding by providing the
most important background.

In the rest of this chapter, we state in more detail the aim of this thesis
and conclude by outlining the structure of it.

1.1 Objectives of this Thesis

The following list represents the objectives of this thesis:
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1.2 Organization of this Thesis

Scalability: The first and main purpose is to develop a parallelized and
scalable variants of the Bump Boost and Multi Bump Boost algo-
rithms. The theoretical results should be confirmed by testing them
on sufficiently large data sets.

To be more precise, we expect from our solution, if possible, the com-
plete same behavior as of the sequential solution. If not, the approxi-
mations should be as accurate as possible. The solution should exhibit
a good scaling behavior, i.e. when parallelizing the same work on n
instances, the run time should be approximately a n-th of the sequen-
tial one and the overall run time should scale linearly with increasing
data set sizes.

Big Data frameworks: The second objective is to examine the suitability
of Apache Spark and Apache Flink for implementing Bump Boost
and Multi Bump Boost. Again, next to the empirical evaluation, the
resulting programs should be tested on their scaling properties.

To be more accurate, the final solution should be easily understandable
and comprehensible. The adaption from the traditional programming
model to the semantics imposed by the frameworks should be as small
as possible. Finally, we expect the solutions to scale well, i.e. with the
same criteria as in the first objective.

1.2 Organization of this Thesis

The thesis is structured as follows:

Chapter 2: Big Data
This chapter clarifies our understanding of Big Data and sketches how
Big Data influences machine learning and this thesis.

Chapter 3: Scaling and Parallelization
The broad terms scaling and parallelization are introduced and their
meaning in our context is specified. In addition, we present the basic
theory and principles of parallelization.

Chapter 4: Machine Learning and Bump Boost
After giving an introduction to machine learning and the theoretical
background of Bump Boost and Multi Bump Boost, the algorithms
themselves are described. The chapter concludes with the description
of the parallelized Bump Boost and Multi Bump Boost algorithms.

Chapter 5: Related Work
In this chapter we show related work in the field of machine learning.

Chapter 6: Tools and Frameworks
The used programming tools and frameworks, for example the Apache
Big Data stack, are described in this chapter.
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1.2 Organization of this Thesis

Chapter 7: Implementations
The first part of this chapter depicts our implementation of Bump
Boost and Multi Bump Boost. The second part is on how we try to
realize a solution with Apache Spark and Apache Flink.

Chapter 8: Competitive Solutions
This chapter treats the algorithms we used for comparison.

Chapter 9: Data Sets
The data sets used for our experiments are given in this chapter.

Chapter 10: Experiments and Results
After introducing our experiment setups, we show and describe the
quantitative results of this thesis.

Chapter 11: Conclusion and Perspective
In this final chapter we conclude and give a perspective on future
questions.

Appendix:
In the appendix we provide the original, but never published, paper
on Bump Boost and describe the content of the enclosed DVD.
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2 Big Data

2 Big Data

In the introduction we already mentioned how the field of computer sci-
ences changed in the last decades. One of the latest developments is “Big
Data”. This is a rather broad term and in this chapter we try to narrow its
meaning and give some examples. After that, we subsume a paper entitled
“Six Provocations for Big Data” and conclude by sketching the intersection
between Big Data and machine learning.

2.1 The Term

The catch phrase, namely “Big Data”, emerged for problems involving mass
of data. While one of the challenges in computer science always has been the
adaption to“larger”problems, the novelty in this term is, that it is picked up
and made popular by media and marketing, similar to “cloud computing”.
The claims and the flexibility of this term can be shown with two definitions.

For example in [MSC13, page 6] the phrase is introduced with the sen-
tence “big data refers to things one can do at a large scale that cannot be
done at a smaller one, to extract new insights or create new forms of value, in
ways that change markets, organizations, the relationship between citizens
and governments, and more.” The most valuable thought in this is, that
Big Data requires large scale solutions. For the rest, this definition relates
hopes and claims to the term and it shows what some people have in mind
concerning Big Data: creating insights out of data.

Regarding this first definition, i.e. analyzing data, some applications of
Big Data were widely spread in media. The police of Los Angels and Santa
Cruz, for example, tries to predict where crime is likely to occur by exploiting
data accumulated over the years [pol15a] [pol15b]. Another popular example
for Big Data is that Google provides an estimator for flu activity around the
world by exploiting search data [goo15].

A more precise definition is given in [MCB+11, page 1]: “ “Big data”
refers to datasets whose size is beyond the ability of typical database software
tools to capture, store, manage, and analyze. This definition is intentionally
subjective and incorporates a moving definition of how big a dataset needs to
be in order to be considered big data, i.e., we don’t define big data in terms
of being larger than a certain number of terabytes (thousands of gigabytes).
We assume that, as technology advances over time, the size of datasets that
qualify as big data will also increase. Also note that the definition can vary
by sector, depending on what kinds of software tools are commonly available
and what sizes of datasets are common in a particular industry. With those
caveats, big data in many sectors today will range from a few dozen terabytes
to multiple petabytes (thousands of terabytes).”

This definition incorporates following characteristics of Big Data:
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2.2 Provocations for Big Data

Datasets: the common denominator is that Big Data is about data, large
amounts of data.

Subjective: the term has no actual definition, thus its interpretation is
subjective.

Variable Size: the relation of size in Big Data to the current state-of-the-
art, thus the actual size will change over time.

Vary by area: depending on the application area, the considered size may
vary.

This report relates Big Data to the data base field and gives an esti-
mate of the data sizes falling into the schema, namely from few terabytes
to petabytes. Where does this data come from? To name some sources:
log files, emails, transactions, social media, photos, videos etc. Just popular
service providers such as Google or Facebook have each day billions of users,
who generate, i.e. by triggering log messages, posting content, sending mes-
sages, uploading pictures or videos etc., a mass of data. The evaluation of
these large amounts of data was and is a challenge, even for big companies,
and gives a more technical notion to the term Big Data.

We conclude by giving an own definition of Big Data: Big Data names
data collections, that impose problems to the state-of-the-art algorithms
and applications due to their size and/or complexity. Regarding the field of
machine learning, Big Data are data sets that cannot be handled by state-of-
the-art algorithms in acceptable time or with an acceptable modeling result.

To clarify, two problems with Big Data mainly arise in this field. Often
the known algorithms with sophisticated generalization and modeling ca-
pacity have bad scaling properties, f.e. non-linear support vector machines,
or a high computational cost, f.e. deep neural networks. On the other hand,
well scaling algorithms, f.e. linear support vector machines and other linear
models, can handle large amounts of data, but not their complexity. For us,
data sets that are concerned by both problems belong to Big Data.

2.2 Provocations for Big Data

In [C+11] the authors sketch six problems around Big Data. Even though
they are not of technical nature, we consider them as important and with
the hype on Big Data they are often ignored. We cite and summarize four
of them:

“Automating research changes the definition of knowledge”:
Data is king and numbers speak truth. With the emerge of Big Data,
people relate it with phenomenal capabilities. The authors state that
such claims reveal an “arrogant undercurrent in many Big Data de-
bates” [C+11, page 4]. In such scenarios creativity gets replaced by
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2.3 Big Data and Machine Learning

the worship of data, data that lacks the “regulating force of philoso-
phy.” [C+11, page 4] In other words, we should not forget restrictions
imposed to Big Data and the related tools.

“Claims to objectivity and accuracy are misleading”:
“Interpretation is at the center of data analysis. Regardless of the size
of a data set, it is subject to limitation and bias. Without those biases
and limitations being understood and outlined, misinterpretation is
the result. Big Data is at its most effective when researchers take
into account the complex methodological processes that underlie the
analysis of ... data.” [C+11, page 6]

“Just because it is accessible doesn’t make it ethical”:
By tracking public Facebook user profiles, scientists of Harvard tried to
analyze changing characteristics over time. Even though, the released
data was anonymized, quickly it was shown that deanonymizing is
possible, compromising people’s privacy. Other studies give further
examples of how individuals can deanomyzed with enough data, f.e.
[SH12]. Big Data abstracts reality, thus one should not forget to con-
sider that “there is a considerable difference between being in public
and being public” [C+11, page 11-12] and where the data comes from.

“Limiting access to Big Data creates new digital divides”:
Collecting, cleansing and analyzing data is a tedious task. Besides, this
data is a valuable source. Resulting, most companies restrict access to
their resources. F.e. Twitter offers access to nearly all Tweets only to
a selected number of firms and researchers. In such cases a scientist
with access to such data is privileged over others. Next to this access
question, handling Big Data imposes requirement to specific knowledge
and infrastructure, which again is a potential divide.

2.3 Big Data and Machine Learning

Given this introduction to Big Data, the question of how this relates to
machine learning is left. First of all, data sets used in machine learning
tasks are often inspired by real world scenarios and their accumulated data.
In future, more tasks with large data sets will arise as more data will be
collected. An example is the Netflix competition of 2006, where researches
were challenged to develop a recommender system using a data set with 100
million samples [BL07].

Besides the sole size, data sets with increased complexity were released.
The popular ImageNet data set [DDS+09] with millions of images is an
example. The task is to localize and/or classify objects of 1000 classes
inside these pictures. Each year a competition called “Large Scale Visual
Recognition Challenge” is held to determine the state-of-the-art.
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2.3 Big Data and Machine Learning

Both examples fall into our definition, because size and complexity forced
and force researcher to create new solutions. But while in these two cases the
amount of data may seem justified, due to the complex task, in other cases
more data might not lead to new insights. Depending on the complexity, the
gain due to this additional data might be negligible. In contrast, additional
data should not harm the prediction success, contrariwise, more data usually
leads to better generalization.

The scaling properties of popular machine learning algorithms, such as
f.e. Support Vector Machines, are a problem when data set sizes are too
large. As a solution, data sets can be sampled to one with a smaller size,
but if the underlying problem is too complex the machine learning algorithm
might be not able to generalize well.

In this thesis, we do not want to examine such questions, i.e. how much
data is really needed by an algorithm to generalize well or what the benefit
of more data might be. Instead we want to emphasize on the scaling of the
algorithms, i.e. of Bump Boost and Multi Bump Boost.
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3 Scaling and Parallelization

This section gives an overview over the broad terms scaling and paralleliza-
tion. We aim to clarify what they mean in our context and to introduce
some theoretical constraints and criteria.

3.1 Scalability

As “Big Data” “scalability” is not well defined, i.e. there is no generally-
accepted definition [Hil90]. The term itself is related to the word scale and
intuitively we connect it to a desirable result after a change of scale in the
problem solving capacity or the problem size itself.

For this work we define two notions of scalability. For both we under-
stand as problem the training time of an algorithm and as a worker an
independent instance, i.e. process.

The first one is related to the problem solving capacity i.e. in our case
we would like the runtime to decrease as the number of workers increases.
To be more precise, we would like to have with n workers a speedup of n
(see next section), i.e. with n workers the problem should be solved in n
times as fast as one worker is able to.

The second one is related to the problem size itself, i.e. generally the
number of data samples in the training set. Again to be more precise we
would like to have the runtime doubling, if the problem size doubles and the
same problem solving setup tackles them.

3.2 Parallel Computing

Under parallel computing we understand the execution of two or more dif-
ferent calculations at the same time. In the further we want to restrict us
and assume that these parallel calculations belong to the same algorithm.

“Parallelization” in this context means the execution of an algorithm in
parallel instead of sequential manner. The goal of this modification can
be a runtime improvement or to enable an algorithm handling larger input
dimensions by using more computational power.

The rest of this section describes the most concerning theory, followed
by difficulties imposed by parallel computing. Finally, the major ways to
parallelize a computer program are shown.

3.2.1 Theory

Theoretical Constraints

At first we would like to introduce the notion of speedup S(N). It is
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3.2 Parallel Computing

defined by [Geb11, page 15/16]:

S(N) =
T (1)

T (N)
(1)

for N parallel computing instances, where T (1) is the algorithm time using
a single one and T (N) is the algorithm time using N .

In a desirable situation, we have no overhead and the algorithm is fully
parallelizable, thus T (N) = T (1)/N holds. Which results in S(N) = N .

A theoretical limit for the speedup is set by Amdahl’s law [Amd67].
Assuming the parallelizable fraction of an algorithm is f , thus the serial one
is 1− f , then the time on N instances can be written as:

TAmd(N) = T (1)((1− f) +
1

N
∗ f) (2)

This implies the maximum speedup of:

SAmd(N) =
1

(1− f) + 1
N ∗ f

(3)

So to say, the goal must be a big parallelizable fraction of the algorithm,
i.e. 1 − f << f/N , to gain a real speedup. Another insight is that the
speedup saturates when N gets large:
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Figure 1: Examples how Amdahl’s law evolves with increasing number of parallel
instances.

The drawback in Amdahl’s law is the fixed input size. Generally, in
real world settings the computation can be solved more efficiently when
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3.2 Parallel Computing

the problem, i.e. data, size increases. This is addressed by Gustafson-
Barsis’s law [Gus88]. Given the execution time on N computing instances
the computing time on N instances can be written as:

TGB(N) = T (N) ∗ ((1− f) + f) (4)

We can describe the computing time on one instance as:

TGB(1) = T (N) ∗ ((1− f) +N ∗ f) (5)

This results in the maximum speedup of:

SGB(N) = (1− f) +N ∗ f = 1 + (N − 1) ∗ f (6)
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Figure 2: Examples how Gustafson-Barsis’s law evolves with increasing number of
parallel instances.

“... with a distributed memory-computer, larger size problems can be
solved. This model proves to be adapted to distributed-memory architec-
tures and explains the high performance achieved with these problems.”
[Roo00, page 228]

Both theories give quite different results due to their viewpoint. Am-
dahl’s law treats the problem size as constant and only the parallel fraction
can be reduced, while in Gustafson-Barsis’s law the time of the parallel
fraction is fixed and the sequential solution scales with N .

Computation Taxonomy

11



3.2 Parallel Computing

There are several ways to describe computation devices. One of the most
popular is Flynn’s Taxonomy [Fly66]. Its main focus is on how program
instructions and program data relate to each other:

Single Instruction Stream, Single Data Stream (SISD):
This class of computers is characterized by a strict scheme in which a
single instruction operates on a single data element at the time. This
model fits best with the traditional Von Neumann computing model
[VN93]. Early single core processors belong to this class.

Single Instruction Stream, Multiple Data Streams (SIMD):
When several processing units operate on several data elements and
all is supervised by a single control unit, a computing device belongs
to this class. An example are vector processors, which are used f.e. in
GPUs.

Multiple Instruction Streams, Single Data Stream (MISD):
The characteristic of this class is given by several instructions, that
are performed simultaneously on the same data. There can be two
interpretations: “A class of machines that would require distinct pro-
cessing units that would receive distinct instructions to be performed
on the same data. This was a big challenge for many designers and
there are currently no machines of this in the world.” [Roo00, page 3]
In a more broad definition pipeline processors, i.e. processors, which
apply different instructions to one single data stream in a pipeline in
one time instance, can be seen as SIMD, if we classify the data stream
as one piece of data. [Roo00, page 3]

Multiple Instruction Streams, Multiple Data Streams (MIMD):
Typical multiprocessors or multi computer systems belong to this last
class, which is described by several instructions that perform on dif-
ferent data elements in the same time.

3.2.2 Problems

Not all algorithms are parallelizable. Most intuitively two program frag-
ments need to be scheduled in sequential manner, if one’s input depends
on the output of the other. According to Amdahl’s law, no program can
execute faster than the longest sequential part. This part is given by the so
called critical path, i.e. the longest path of sequential program fragments.

Next to some other possible and less important dependencies, f.e. control
dependencies, where execution of an instruction depends on some (variable)
data [Roo00, page 115], data dependencies restrict the parallelization suc-
cess. They are formally described by the Bernstein’s conditions [Ber66].

12



3.2 Parallel Computing

According to them, two program Pi, Pj fragments, with the input and out-
put variables Ii, Ij and Oi, Oj , are independent, i.e. they can be executed
in parallel, if the following conditions hold:

Ii ∩Oj = ∅
Ij ∩Oi = ∅
Oi ∩Oj = ∅

(7)

The last condition represents the case, in which one fragment would
overwrite the output of another.

Following to this input/output relations, it is possible to build a di-
rected, acyclic graph representing the data flow and possible parallelization
opportunities.

Beside this theoretical barrier, the implementation of in-parallel executed
programs can be challenging. Even though the single parallel instances ex-
ecute their program independently, their results need to get combined to-
gether. The major problems are caused by communication, data access and
data consistency between the parallel instances. F.e. deadlocks, lifelocks,
race conditions can arise, to name some well known problems.

In some theory, f.e. in Amdahl’s law, there is no notion of overhead,
i.e. effort induced by parallel computing. This overhead generally increases
with more parallel instances. Thus, more computing instances do not result
necessarily in a faster execution. Usually this overhead is caused by the
bigger communication effort. We speak of parallel slowdown, when more
parallel instances solve a problem more slowly than less instances.

3.2.3 Parallelism Characteristics

Programs can be parallelized on different levels. Some examples are Bit-
parallelism, where single Bit-operations are carried out in parallel by the
CPU, instruction-parallelism, where instruction are performed in parallel,
and program-parallelism, where different programs are scheduled in the same
time instant. [RR13, page 110]

The effort can further be classified by the characteristics of the parallel
computations. F.e. in data parallelism several computing units perform
the same operations on the different data parts, whereas control parallelism
is given when simultaneously performing several different instructions on
different data. The former usually is arising on SIMD or MIMD computer
systems, the later on MIMD environments. [Roo00, page 117-199]

In practice, data parallelism can be achieved by programming GPU de-
vices or using data parallel programming languages s.a. Fortran 90 [RR13,
page 112]. While control parallelism is given in multi process-, thread-,
and/or host-programs.

Another characteristic of parallel programs is the way in which they com-
municate. There are two basic possibilities. The first is to communicate via
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3.2 Parallel Computing

messages, i.e. communication links, the second is a shared memory space.
While message passing models highly depend on the implementation and
can be synchronous as asynchronous, shared memory is tightly related to
the underlying communication and consistency models. In this case syn-
chronization is a needed characteristic and a likely performance impact.
[Roo00, page 120-123]

The practical realization generally is coupled to the operating system
capabilities. Network stacks or local inter-process message passing interfaces
for message communication or shared memory between local processes are
usual features of modern operating systems.
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4 Machine Learning and Bump Boost

4 Machine Learning and Bump Boost

In this chapter we give an introduction to the machine learning and the
backgrounds that concern us most. Besides that, we present an algorithm
called Support Vector Machine and conclude with an in-depth description
of the Bump Boost algorithms and their parallel variants.

4.1 Background

The background knowledge is organized as follows. After introducing a
definition for machine learning and the relationship to other science fields,
we confine and specify the in this work treated sub-field of machine learning.
At last we describe several basic algorithm techniques.

4.1.1 Machine Learning

To generally describe machine learning we use two citations. “Machine
Learning is the field of scientific study that concentrates on induction al-
gorithms and on other algorithms that can be said to “learn.”” [KP] The
term “learning” can be further clarified: “In the broadest sense, any method
that incorporates information from training samples ... employs learning.”
[DHS99, page 16] Summarizing: machine learning is the field of study con-
centrated on algorithms of whose future behavior is influenced, i.e. learned,
from training samples, i.e. data.

In order to learn, a notion of “what to learn” is needed, which can be
really subjective. Given this “what to learn” we would like to measure how
well our algorithm learned it. This usually is done with some objective
function, which measures the gap between realized and desired behavior.
Thus the goal is to minimize this gap, i.e. the objective function. This can be
done in several ways and often it is the actual minimization of mathematical
function.

Caused by the use of data and its characteristics as the computational
problems machine learning can be seen as subfield of Statistics and Com-
puter Science. Next to that, the field is tightly coupled to fields of Artificial
Intelligence and mathematical optimization. The first is a source for algo-
rithms and ideas, the second is a toolbox to optimize the algorithms and
functions. In 4.1.4 some basic optimization examples are listed.

For this work we would like to restrict our view on machine learning
a bit more. We assume that the algorithm gets provided some train set
Xtrain which consists of Ntrain samples. For each sample a correct result or
label, see next section, is provided in the set Ytrain. By using some objective
function the algorithm itself can measure the gap between its prediction and
the desired result. The result of this training procedure is a prediction model.
Finally, there is a test set Xtest which is never provided to the algorithm or
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model for learning, its solely purpose is to compare the predictions of the
model with the actual results Ytest and so to rate the algorithm prediction
performance.

4.1.2 Supervised Learning

Depending on the feedback, learning itself can be classified [DHS99, page
16-17]:

Supervised Learning: For each training or test result a correct label/re-
sult or a cost for it will be provided to the algorithm.

Unsupervised Learning: There are no labels or results for the data sam-
ples. In this case the algorithms usually try to cluster similar samples
(f.e. the k-means algorithm) or to find pattern in the data (f.e. auto-
encoders [EBC+10]).

Reinforcement Learning: For each data sample the algorithm only gets
binary feedback, thus if the answer is correct or not. In contrast, the
feedback in supervised learning usually is enriched by the knowledge
of how wrong an answer is or what the desired one would be.

In this work we only use supervised learning.

4.1.3 Regression and Classification

In the case of supervised learning we can further distinct between regression
and classification tasks. In regression tasks the result is not constrained and
commonly it is a real value. In contrast, classification tasks provide a set
of labels and each data sample belongs to one. Classification can be viewed
as subproblem of regression. Thus a regression algorithm does theoretically
work on a classification problem, vice versa this is not the case.

The most popular and easiest case of classification consists of two cases.
All the other so called multi-class classification tasks can be modified into a
two class problem, i.e. “Is this sample part of class X?”.

In this work we use only two class problems, because it is the most
common denominator for classification algorithms.

4.1.4 Gradient Methods

Let us assume some data X, the desired result vector Y , some prediction
function f with a parameter set θ and a cost function C(Y, f(X; θ)). Now
we would like to choose the optimal parameter setting popt ∈ θ, i.e. the
setting with the smallest cost.

One ineffective and usually infeasible way to find popt would be to try all
the possible instances. Another, inspired from Artificial Intelligence, could
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be a genetic algorithm, i.e. keeping a “population” of parameter settings,
based on some fitness function drop some and alter some other until a sat-
isfying result is reached. But the most common one is to use the gradient
∂C(Y,f(X;θ))

∂θ . In some easy cases finding the optimum will be solvable ana-
lytically, in most, usually non-linear ones, not.

In this cases gradient descent methods can be used. The general ap-
proach is to start with a random parameter setting p, to compute the
gradient g, based on the result to modify p, f.e. for a single parameter
pnew = p− l ∗ g with some “learning rate” l, and then repeat until some stop
criterion is satisfied.

There are several different approaches. Some, for example, take into
account the second gradient. Most of them have in common that they can
not guarantee to find popt. Here we present R-Prop [RB93] which is used by
Multi Bump Boost (see 4.3.1):

The special characteristic is that it modifies the current parameter set-
ting solely on the knowledge of the gradient sign change. At the beginning
some random or static value for p will be chosen as some static one for the
“update” value u. Umin and Umax are the minimum and maximum size for
the update value u and the values 0 < η− = 0.5 < 1 < η+ = 1.2 are set
empirically. In each step t the parameter setting will be updated according
to the gradient g as follows. “Zt” denotes values “Z” at iteration step t:

ut+1 =





min(ut ∗ η+, Umax) if gt ∗ gt−1 > 0

max(ut ∗ η−, Umin) if gt ∗ gt−1 < 0

ut otherwise

(8)

∆pt = −ut ∗ sgn(gt) (9)

pt+1 = pt + ∆pt (10)

The informal behavior is following the gradient descent and increasing
the speed as long as the gradient sign does not change. If it does, decrease
the speed.

4.1.5 Cross Validation

Usually, not all parameters of a model are selected with a gradient descent
or another automatic method. Those parameters are set by hand by the
developer. Examples would be the number of hidden units in a neural net-
work etc. In order to select them as objectively as possible, m-fold cross
validation is often a good choice.

“Here the training set is randomly divided into m disjoint sets of equal
size n/m, where n is again the total number of patterns in D. The classifier
is trained m times, each time with a different set held out as a validation set.
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The estimated performance is the mean of these m errors.” [DHS99, page
483/484] Important to notice is that train and validation sets are always
disjoint and that D would never incorporate the actual test set.

Given np parameter settings, to each of them the above procedure would
be applied. The setting with the lowest error would be the final choice and
used to create the final model by training on the whole training set.

This technique is used to find the best parameters for Support Vector
Machines in this work.

4.1.6 Boosting

A special technique to join so called weak learners to an effective predictor is
called “Boosting”. Weak learners’ characteristic is that they are only slightly
better than chance. In principle, also a better learner could be used, but
than the effect of Boosting is not as important.

The general setup is to choose a weak learner, train it on the training set
and then train the“successive ... classifiers with a subset of the training data
that is “most informative” given the current set of ... classifiers” [DHS99,
page 476] (Note: Boosting is not restricted to classification tasks.). In gen-
eral, this means that the successive training will be done on the training set
parts that are predicted worse by the already selected learners.

The final prediction is done together by all learned models. How those
votes are joint is part of the actual boosting algorithm, but usually the
weighted votes are joint to a final one.

A popular example for Boosting is algorithm of Viola and Jones [VJ01]
using AdaBoost [FS95], which uses Haar-like features to rapidly detect com-
plex objects like faces.

In the next sub chapter we will present the Bump Boost algorithm, which
is based on Boosting.

4.1.7 Kernel methods

Often, the given features are in raw form and could be separated in more
useful ones, i.e. transformed into a higher feature space. High, in this con-
text, means higher dimensional. This could be done manually or preferably
by choosing some function φ(Xlow)→ Xhigh.

A popular usage example are Support Vector Machines (see 4.2). They
try to separate the samples of class 1 from the samples of class 2 with a
(hyper-)plane. By mapping the input space into a higher dimensional one,
this task can be eased, because certain features can get separable there,
while in the original space they are not.
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4.2 Support Vector Machine

Figure 3: The popular XOR-Problem. On the left side the two-dimensional space,
in which no linear function could separate the red and black points. On the right side
the feature space using the mapping function φ(x1, x2) = (1, 2x1, 2x2, 2x1x2, x

2
1, x

2
2),

which transforms the two-dimensional input space into a six-dimensional one. In
this new space the two classes are easily separable by a linear function. This example
and the image are from [DHS99, page 264].

The problem of this mapping is that it can be computationally expen-
sive. Here the so called kernel trick comes into the game. If the algorithm
only needs the inner product of the feature space, following function can be
imagined:

k(x, x′) =< φ(x), φ(x′) >Xhigh
(11)

In this case, the actual representation in the higher feature space is not
needed and the result of the kernel is the distance between x and x′ in
Xhigh. Besides avoiding computational complexity, this procedure replaces,
as stated above, the potential handcrafting of additional features with choos-
ing a kernel function.

To create a proper kernel it is sufficient to prove that it is a symmet-
ric positive semidefinite one i.e. Mercer’s theorem holds (see page 184
[MMR+01]). This holds if the kernel is symmetric i.e. k(x, x′) = k(x′, x)
and positive semidefinite:

n∑

i=1

n∑

j=1

k(xi, xj)cicj ≥ 0 (12)

for all finite sequences (x1, x2, ..., xn) in Xlow and all choices of n real-valued
coefficients (c1, c2, ...cn).

4.2 Support Vector Machine

The general idea of Support Vector Machines (SVMs) is to divide the feature
space between two classes, denoted with −1 and +1, with a plane. The goal
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thereby is to maximize the distance between the plane and nearest points of
each class. This distance is called margin and the plane, that maximizes it,
maximum-margin (hyper-)plane.

Figure 4: This image shows a two-class separation problem. The optimal hyper-
plane lies exactly in the middle between the two nearest points of the two classes.
In this case, the solid dots would represent the Support Vectors (see below). This
example and the image are from [DHS99, page 262].

This algorithm and its soft margin extension were introduced by Vapnik
and Cortes in [CV95].

Given this plane (w, b), a point can be easily classified to class one, if
w · x− b > 0 holds, else it is of class two.

The optimization problem maximizing the margin can be written as:

argmin
(w,b)

1

2
‖w‖2

subject to ∀i = 1, ..., n : yi(w · xi − b) ≥ 1

(13)

The ≥ 1 guarantees that all points are outside of the margin.
The original form, called primal form, can be rewritten to the dual form

by exploiting the facts that ‖w‖2 = w · w and w =
∑n

i=1 αiyixi [CV95,
Equation 14]:

argmax
α

n∑

i=1

αi −
1

2

n∑

i=1

n∑

j=1

αiαjyiyjx
>
i xj

subject to ∀i = 1, ..., n : αi ≥ 0

constrained by
n∑

i=1

αiyi = 0

(14)
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The plane can be explicitly expressed by w =
∑n

i=1 αiyixi. All the points
xi with αi 6= 0 are called “Support Vectors”.

This form also shows that the kernel trick (see 4.1.7) can be applied by
replacing the inner product x>i xj with a valid kernel k(xi, xj) leading to a
non-linear SVM:

argmax
α

n∑

i=1

αi −
1

2

n∑

i=1

n∑

j=1

αiαjyiyjk(xi, xj)

subject to ∀i = 1, ..., n : αi ≥ 0

constrained by

n∑

i=1

αiyi = 0

(15)

The constraint that no point may lie inside the margin can be too re-
strictive, f.e. if the data is noisy. Due to this reason, a slack variable ξ, in
this case as linear penalty, was introduced:

argmin
(w,b,ξ)

1

2
‖w‖2 + C

n∑

i=1

ξi

subject to ∀i = 1, ..., n : yi(w · xi − b) ≥ 1− ξi, ξi ≥ 0

(16)

Depending on the regularization parameter C the exception on the mar-
gin constraints are more or less punished.

In the dual form the linear penalty vanishes except one key point:

argmax
α

n∑

i=1

αi −
1

2

n∑

i=1

n∑

j=1

αiαjyiyjx
>
i xj

subject to ∀i = 1, ..., n : 0 ≤ αi ≤ C

constrained by
n∑

i=1

αiyi = 0

(17)

4.2.1 Implementation

Left with these mathematical optimization problems out of the box solvers
for these can be used, i.e. quadratic program solvers. These methods can
be quite complex and the programs expensive.

Another neat and for SVMs-specialized approach is the “Sequential Min-
imal Optimization”-algorithm (SMO) [P+98] invented by John Platt. By
breaking down the problem to two Lagrange multipliers and solving it an-
alytically, the algorithm reduces the optimization complexity. This is done
for all Lagrange multiplier as long as they violate the Karush-Kuhn-Tucker
conditions.

Linear SVMs can also be solved efficiently with gradient descent methods
(see 4.1.4).
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4.3 Bump Boost

Now we would like to introduce the central algorithms of this thesis. They
were invented by Mikio Braun and Nicole Krämer in [BK]. The paper was
never published, therefore we provide a copy in the appendix C.

Bump Boost and Multi Bump Boost can be used for classification and
regression. The algorithm remains the same. Due to the used data sets,
only classification is mentioned.

This section is organized as follows. First we describe the algorithms of
Bump Boost and Multi Bump Boost. Then we state some of their charac-
teristics. We conclude with proposals for a parallelized Bump Boost and
Multi Bump Boost version.

4.3.1 The Algorithm

Lets begin with the final prediction model. Based on m learned, and so
called, bumps, the final prediction function is defined for x ∈ Rd as follows:

f(x) =
m∑

i=1

hi ∗ kwi(ci, x)

with kwi(x, x
′) = exp


−

d∑

j=1

(x− x′)2
wj




(18)

One bump is described by the triple center, width, and height ∀i ∈
1, ..., n : (ci, wi, hi); ci, wi ∈ Rd;hi ∈ R.

The kernel k could also be replaced: the algorithm “does not fit all kinds
of kernels, but is specialized to “bump-like” kernels like the Gaussian kernel
or the rational quadratic kernel which have a maximum when the two points
coincide.” [BK, page 2] In this paper, we use only this Gaussian one.

Both algorithms, Bump Boost and Multi Bump Boost, as training input
get a feature matrix X ∈ Rnxd and a result vector Y ∈ Rn with n-samples
and base on Boosting (see 4.1.6), namely l2-Boosting [BY03]. The general
algorithm for l2-Boosting is as follows:

Initialize residuals r ← Y , learned function f(x)← 0;
for i = 1, ...,m do

Learn a weak learner hi which fits (X1, r1), ..., (Xn, rn);
Add hi to learned function: f ← f + hi;
Update the residuals: rj ← rj − hi(Xj) ∀j ∈ 1, ..., n;

end
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4.3 Bump Boost

In our case, the weak learners are Gaussian bumps fitted to the residuals.
The following plots show an example of learning bumps. The learned data
is the Heavisine function from the Donoho test set [DJKP95]. A noise level
of 0.01 is applied on the 500 points:
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(a) The data set.
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(b) Learned function after 100. iterations.
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(c) Learned Bump at iteration 1.
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(d) Learned Bump at iteration 2.

Figure 5: An example of how Bump Boost learns.

As stated above, each weak learner, i.e. Gaussian bump, is described by
the parameters center, width, and height (c, w, h); c, w ∈ Rd;h ∈ R. The
parameters are learned in the following order:

Center: The center is drawn using the residual-related probability distri-
bution in equation 19.

Width: In this case, and only in this case, the Bump Boost and the Multi
Bump Boost algorithm differ. Bump Boost chooses the best width out
of a candidate list, whereas Multi Bump Boost finds the width using
R-Prop (see 4.1.4). Both ways base on minimizing the squared error.
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4.3 Bump Boost

Height: In the end the height is chosen by minimizing the squared error.

In more detail: the center is chosen from X. The point at index i is
drawn with a probability proportional to the squared residual at that point:

p(i) =
r2i∑n
j=1 r

2
j

(19)

One way to determine this value is to sum up the squared residuals
r21, ..., r

2
n and then multiply this value with a random value ε = random ∗∑n

i=1 r
2
i with random ∈ [0, 1). Given the cumulative sum of the squared

residuals cj =
∑j

i=1 r
2
i , we draw element Xi with the smallest i for that

holds ε ≤ ci. This can be programmed by actually creating the cumulative
sum or by doing a binary search in the virtual ordering c1 ≤ c2 ≤ ... ≤ cn by
summing up ranges of r2a, ..., r

2
b . The latter approach will be called “binary

search” in the rest of the paper. For code examples see 7.5.1.
Given the center c the width w is the next parameter to determine. This

is done in either case by minimizing the squared error. We define the so
called kernel vector

kc,w = (kw(c,X1), ..., kw(c,Xn)) (20)

and the vector of the residuals is named r. Then the squared error is
given by:

‖r − r̂w‖2 = ‖r‖2 − 2

〈
r,
kc,wk

>
c,wr

k>c,wkc,w

〉
+

∥∥∥∥∥
kc,wk

>
c,wr

k>c,wkc,w

∥∥∥∥∥

2

= ‖r‖2 − 2
(k>c,wkc,w)2

k>c,wkc,w
+

(k>c,wr)
2k>c,wkc,w

(k>c,wkc,w)2

= ‖r‖2 −
(k>c,wr)

2

k>c,wkc,w

=: ‖r‖2 − C(c, w)

(21)

The residuals do not change in this context, thus we are left with maxi-

mizing C(c, w) =
(k>c,wr)

2

k>c,wkc,w
.

The Bump Boost algorithm has a list of candidate widths, thus just
needs to select the best one. This is easily done by calculating the reward
C(c, wi) for each width wi in the candidate list and selecting the one with
the highest reward.

In the actual implementation only one dimensional candidates are used.
In a higher dimensional case this value is used for all dimensions. It would
be possible to choose d-dimensional candidates, even though this would may
result in a long list. In this case, Bump Boost would loose his performance
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advantage against Multi Bump Boost, which performs well with higher di-
mensional settings without handcrafting candidates.

As mentioned above, in Multi Bump Boost a gradient descent is done.
To do so we need the gradient of the reward function C(c, w). Because c is

already fixed in this context, we actually need the gradient ∂Cc(w)
∂w . To ease

the computation the kernel gets reparameterized by using the logarithm of
the actual width:

kw(x, x′) = exp


−

d∑

j=1

10−w(x− x′)2

 (22)

The gradient formula is given in [BK] and looks in our context like:

∂Cc(w)

∂w
=
∂Cc(w)

∂k

∂kc(w)

∂w

=
2k>c,wr

k>c,wkc,w

(
r −

k>c,wr

k>c,wkc,w

)

︸ ︷︷ ︸
∂Cc(w)

∂k

[kw(c, xi)(xi,j − cj)210−wj (ln10)]n,di=1,j=1︸ ︷︷ ︸
∂kc(w)

∂w

(23)
Given this gradient, R-Prop is used to determine the width w. By using

a box constraint, i.e. restricting the minimal and maximal width, the al-
gorithm is slightly modified. According to [BK] doing more than 30 to 100
gradient descent steps in R-Prop does not change the result significantly.

After calculating the center c and the width w, we can easily calculate
the remaining parameter height h by again minimizing the squared error:

h = argmin
h
‖r − hkc,w‖2=

k>c,wr

k>c,wkc,w
(24)

In the end the residuals are updated for the next iteration:

r = (r1 − h1 ∗ kw1(c1, X1), ..., rn − hn ∗ kwn(cn, Xn)) (25)

To summarize, the base algorithm for Bump Boost and Multi Bump
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Boost is:
Initialize residuals r ← Y ;
for i = 1, ...,m do

- Choose a center ci = Xi according to p(i) =
r2i∑n
j=1 r

2
j
;

- Get the width wi either by:

� selecting width w from the candidate list with the maximal C(ci, w)

� doing R-Prop gradient descent with
∂Cci (w)

∂w ;

- Calculate the height hi =
k>ci,wi

r

k>ci,wi
kci,wi

;

- Update the residuals: rj ← rj − hi ∗ kwi(ci, xj) ∀j ∈ 1, ..., n;

end
Return the final function f(x) =

∑m
i=1 hi ∗ kwi(ci, x)

Asymptotic Run Time
We want to emphasize that all steps are linear in n, assuming d as constant:

Center: The center can be determined in O(n). Calculating the squared
residuals can be done in O(n), after summing them up (O(n)), the
searched value can be found using a cumulative sum in O(n).

Width: Calculating the kernel vector takes O(n ∗ d). The in Bump Boost
needed scalar products can be computed in O(n). In the Multi Bump
Boost case we need to multiply a n x d matrix with a vector of length
n, which takes O(n ∗ d). The length of the candidates list as the
gradient descent steps are constant, thus finding the center can be
done in O(n ∗ d). This can be seen as linear as d is assumed to be
constant.

Height: The same yields for the calculation of the height. The kernel vec-
tor and the scalar products can be computed in O(n ∗ d) and O(n),
resulting in a linear run time.

Residual Update: As calculating the kernel vector this takes O(n ∗ d),
thus can be done in linear time.

One iteration can be done in linear time. Because the iteration count
does not change and there are no further computations, the whole algorithm
can perform in linear time.

4.3.2 Characteristics

In order to efficiently apply the Bump Boost algorithms, it is important to
do calculations just once. Especially the term (xi − c)2 given the center c
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and for all xi ∈ X is time and memory intensive and should be calculated
only one time per iteration.

Even though gradient descent can be used, Bump Boost and Multi Bump
Boost do not try to minimize a cost function, but instead they try to min-
imize the squared error via l2-Boosting on the residuals. And in contrast
to stochastic gradient descent algorithms, which adapt all weights using a
single data point, the Bump Boost algorithms adjust one weight using all
the data points.

Other algorithms with kernel methods, f.e. Support Vector Machines,
that usually have a single global kernel parameter, this algorithm can have
several kernel parameters, i.e. in each iteration a different kernel can be and
usually is selected. Whereas the global kernel parameter generally is found
via cross-validation due to too complex optimization functions, Bump Boost
has some sort of cross validation when searching the kernel parameter in an
iteration. In Multi Bump Boost this is replaced by the gradient descent.

[BK] claims that for Bump Boost no model selection is needed. We
think this claim is inaccurate. Bump Boost seems to be quite robust against
parameter selections, but still they need to be set. To be more precise, by
boxing the width value in Multi Bump Boost or setting the width candidates
we can influence the model behavior. Especially by setting the smallest
kernel width, we regularize the model. F.e. assuming that Bump Boost is
allowed to use infinitely small widths or really small widths, the algorithm
just places a peak bump under each data point, which results in a miserable
generalization to not learned data points. The upper bound for the weights
is not as important and can be set to a quite high value.

To summarize, Bump Boost and Multi Bump Boost need some parameter
space or list as often other kernel methods do, but while those use that list
for general cross validation, in Bump Boost and Multi Bump Boost the
parameter selection is part of the algorithm.

Usually, also in this thesis, the Bump Boost the width vector has the
same value for all dimensions. In general, this works well, but we want to
note that in higher dimensional settings different dimension might need a
different values. Further research would be needed to examine this problem
in more detail.

Another, advantageous, property of Bump Boost is that in principle after
learning for m iterations, the learning can be resumed at any time. Or at
prediction time only m′ < m classifiers can be used until the wished accuracy
is reached or the maximal run time is reached.

In this paper we use a Gaussian kernel for Bump Boost and Multi Bump
Boost. In principle, it would be possible to use other kernels with a “center”
point (see 4.3.1). If Multi Bump Boost would be used with a different kernel
only a part of the gradient function needs to be updated. In equation 23,
only the second gradient ∂kc(w)

∂w is dependent of the actual kernel formula.
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∂Cc(w)
∂k stays the same. We did not investigate which other kernels would suit

to Bump Boost or Multi Bump Boost. This is left to further investigation.

4.3.3 Parallelization

Now we would like to describe an, according to us, almost perfect paral-
lelization strategy for Bump Boost and Multi Bump Boost.

First we would like to emphasize that we expect the input parameter n
to scale. Even if there are data sets with very high dimensional inputs, they
are less frequent and we do not know how well Bump Boost will perform in
such settings. Hence, we pay our attention to the sample count.
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As we have seen in 3.2.1 the parallelization of an algorithm is mainly
restricted by the sequential dependencies of the algorithm. The data flows
of Bump Boost and Multi Bump Boost simplified look like:

Figure 6: Dependency graph of the major variables in the Bump Boost and the Multi
Bump Boost algorithm. Violet marks calculations. The style of the edges marks the
delivered value: dotted is a scalar, dashed a vector, and solid a matrix. If an edge
is colored red, it means the size of the value grows with O(n) with n sample count.

These dependencies restrict our parallelization effort in several ways:

� Different iterations are not parallelizable, because each relies on the
calculated model parameters of the previous one.

� Computations of the width parameter depend on a chosen center, thus
both cannot be computed concurrently.
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� The same holds for the width and height in the Multi Bump Boost
case. In Bump Boost the heights could be computed concurrently,
and then those parameters of the candidate with the smallest cost are
used. On the other hand, the height could also be computed after the
width being determined, still taking advantage of the precalculated
values. Therefore, the edges are green.

We can summarize that the calculations of each iteration as, inside the
iteration, of center, width, and height (with a corner case) have to be done
in sequential manner.

Thus, the only way to parallelize (Multi) Bump Boost is to do it during
the calculations of the parameters. As we can learn from the graphs, the val-
ues belonging to red edges scale with O(n) with n sample count. Expressions
involving these values are problematic for scaling.

We assume that each parallel p = 1, ..., k instance is responsible for some
data, i.e. the continuous indexes Ip = ip, ..., ip+1 − 1 with 1 = i1 < ... <
ik+1 = n+ 1. Let us start with Bump Boost:

Center: How a random center can be found is described in 4.3.1. This can
be broken into two steps: First calculating the sum of the squared
residuals, which can be done efficiently in parallel. The second, find-
ing the center is more challenging. Given up =

∑p
p′=1

∑
i∈Ip r

2
i , the

searched value is at worker p with the smallest p for that holds ε ≤ up.
At the worker itself, the general search center procedure inside the
range Ip can be applied, using a new ε′ = ε − up−1 if p > 1. Also in
the second operation only a fraction of the data needs to be accessed.

Width: By closely examining the sub graph, we identify the computations
until the dot products are especially expensive, i.e. they scale with
O(n). Ideally, we would like to split those into sub task and indeed we
can:

� Each element of a kernel vector can be calculated independently
on the other (see equation 20). Thus, the calculation of the whole
vector can be parallelized.

� The definition of the dot product for vectors is v·w =
∑n

i=1(viwi).
This allows us to do each scalar multiplication in parallel and
parts of the summation, too. By denoting vn:m as the sub vector
from element n to element m of the vector v, we can easily split
the dot product into m smaller dot products, i.e. sub tasks:

v·w =
n∑

i=1

(vi∗wi) =

bn/mc∑

i=1

i∗(m+1)∑

j=i∗m
(vj∗wj) =

bn/mc∑

i=1

vi∗m:i∗(m+1)·wi∗m:i∗(m+1)

(26)
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They can be done in parallel and the final value is given by the sum
of them.

Height: If the final height is computed in parallel to the widths or after-
wards, in both cases the computed dot products in the width calcu-
lations can be recycled and the height calculated using a closed-form
expression (see 24, mind that the dot products are already computed).
Therefore, we do not need to parallelize here.

Residuals Update: As computing the kernel vector given the computed
parameters, this can easily be done in parallel, see equation 25.

As Bump Boost is parallelizable to some extent, also Multi Bump Boost
it is:

Center: It is the same algorithm as for Bump Boost.

Width: With the knowledge of the Bump Boost parallelization, all the val-
ues of the calculate gradient operation can be computed efficiently (in
the figure the node is called “Calc Gr.”). Given the “height” value,

i.e.
k>c,wr

k>c,wkc,w
, all the operations we need for the gradient (see 23) are

element-wise subtraction and multiplication completed by a dot prod-
uct. This can be done efficiently in two steps by computing the height
as described in the Bump Boost parallelization and after distributing
that value by doing subtractions and multiplications in parallel. The
final value then is given by a final parallelized dot product.

Height: For Multi Bump Boost we cannot recycle the intermediate results
of the width calculation, because the actual width is determined by
the last gradient update. But we can calculate those results again in
efficient manner as for the height computation in the previous step.
Hence, the height parameter is parallelizable, too.

Residuals Update: It is the same algorithm as for Bump Boost.

After describing the parallelization, we are left with a last problem: the
communication between the sub tasks assigned to some worker. This is
especially expensive when they are distributed over several hosts. Fortu-
nately, this is easily solved by distributing the data beforehand. The only
“large”, iteration-persistent variables are X and residuals. By, as assumed,
assigning each worker p a slice of the samples and residuals, i.e. XIp and
residualsIp , he can do all the expensive computation locally and just deliver
the result to the master. The master joins the results together to calculate
the actual model parameters. Clearly, the work and data load should as
balanced as possible to reach a good parallelization.

This is categorized as data parallelism (see 3.2.3), because the same
operations and procedures are carried out on different sub sets of data.
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This parallelization scheme is shown for Bump Boost in the next illus-
tration:

Figure 7: This graph illustrates the calculations subdivision onto different workers
for the Bump Boost algorithm. The node border colors orange to red denote dif-
ferent work entities, thus those values and computations were stored/executed on
the according workers. Black denotes the master. The edge color green denotes a
transfer between master entity and a worker entity. The other graph properties are
described in the previous illustration 6.
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Please note, that only the parallelized operations scale with data set size
n, i.e. all the other operations do not depend on n, but on the number of
workers. This implicates that with increasing data set size the parallelizable
parts of the algorithms increase. Therefore, according to the theoretical
laws on scaling (see 3.2.1) Bump Boost and Multi Bump Boost should have
better scaling properties with larger data sizes. Furthermore, the amount of
data sent between master and workers as the work load at the master stays
constant with constant number of workers.

Theoretically, these joins may cause a bottleneck. Imagine having n data
points and n workers. In this case, the master needs to sum up n values and
the approach would not scale. In more detail, in the graph above the meant
operations would be the “join” and additions pointed by the green arrows.
Fortunately, all the join and addition operations can be implemented in a
tree-like structure. In this case, assuming all nodes have the same child-
degree C and each worker has C data points to take care of, the asymptotic
growth would be O(C + logC(n/C)) = O(max(logC(n/C), C)). This is be-
cause the operations at the worker nodes grow with C, whereas the join
operations grow with the height of the tree logC(n/C). More on that in the
following paragraph.

How do these versions scale?

As we have seen in 4.3.1, Bump Boost and Multi Bump Boost scale
asymptotically in linear manner. How do the parallelized versions scale?

To investigate that, let us assume that the sample set X of size n can
be split into m partitions of equal size nm. The iteration count is named
I. We start with Bump Boost and treat the number of width candidates as
a constant. In the following description, there is one master and m worker
nodes to compute the algorithm. For simplicity’s sake we do not mention
constant parts of Bump Boost:

Data fetch: If the workers are distributed and all the data lies at the mas-
ter, it takes him O(n) to deliver it to the workers, assuming that no
parallelization through different network interface etc. is possible.

If the workers are not on the same machine, i.e. perform on different
hosts, or the data is distributed, f.e. with HDFS (see 6.2.2), it either
takes linear time to load the data into memory or it is somehow paral-
lelized, but the behavior is not predictable. Thus, in worst case each
loads the whole data in parallel.

We can summarize that the fetching the data into memory and to
distribute it takes O(n).

Center calculation: The parallel effort, as described above, takes O(nm)
for summing up the squared residuals, the work at the master needs
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O(m) for summing up the partial results and is concluded in O(nm)
for searching the actual searched value at a single worker: O(nm) +
O(m) +O(nm) = O(max(nm,m))

Width calculation: To calculate the kernel vectors it takes O(nm), as it
does for the sub dot products on the single workers. The finalized dot
product, i.e. summing up the sub results at the master takes O(m):
O(nm) +O(m) = O(max(nm,m))

Height calculation: The height parameter can easily be calculated out of
already computed dot products, thus takes constant time.

Residuals update: After fetching the computed parameters, this can be
done at the workers in O(nm).

We are left with an overall asymptotic run time with I iterations:

O(n) + I ∗ (O(max(nm,m)) +O(max(nm,m)) +O(1) +O(nm))

= O(n) +O(I ∗max(nm,m))
(27)

For Multi Bump Boost the data fetch and the center calculation as
the residual update are the same as for Bump Boost. The width needs
to be computed in two steps resulting in O(max(nm,m) + max(nm,m)) =
O(max(nm,m)). The height calculation takes O(max(nm,m)), it is basically
the same effort as a reward calculation in Bump Boost. In this case, the
overall computational cost with I iterations and G gradient descent steps is:

O(n) + I ∗ (O(max(nm,m)) +G ∗O(max(nm,m)) +O(max(nm,m)))

= O(n) +O(I ∗G ∗max(nm,m))
(28)

We reach the best performance when nm = m i.e. m =
√
n holds.

Without the data loading, we improved the asymptotic run time of Bump
Boost and Multi Bump Boost from O(n) to O(

√
n). As the data loading

needs to be performed only once, the final amortized computational cost is
O(max(nm,m)) given I →∞.

Given the case that lots of workers are available, i.e. nm << m, the join
operations scale worse than the main computations or just to reduce the
actual run time, it is possible to do the join operations in a (virtual) tree
network. This may lead to a smaller run time, if there is lots of data and
the overhead does not overwhelm the run time.

Getting back to the proposal of the tree with C children and each leaf is
responsible for C data points, in which case the join and addition operations
take O(logC(m)) instead of O(m). In the case the asymptotic run time of
Bump Boost boils down to:

O(n) +O(I ∗max(logC(m), C)) (29)
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For Multi Bump Boost this results in:

O(n) +O(I ∗G ∗max(logc(m), C)) (30)

Given I → ∞ and taking C as constant, we can say Bump Boost and
Multi Bump Boost have an amortized computational cost logarithmic in n:

O(logC(m)) = O(logC(n/C)) = O(log(n)) (31)
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5 Related Work

This chapter treats related work in the field of machine learning, to be more
precise, work that addresses scaling issues.

After the introduction to the popular map-reduce approach in [DG05],
[CKL+07] shows how to speedup a variety of machine learning algorithms
using this simple paradigm. The paper describes how algorithms that fit the
Statistical Query model [Kea98] can be rewritten in a certain summation
form. Thus by mapping, i.e. calculating the summands, and then reducing,
i.e. summing up, the map-reduce approach can be applied. They apply
their principle, among others, to logistic regression, naive Bayes, SVM, ICA,
PCA, and neural networks. A similar set of algorithm is implemented in the
Apache Spark MLlib.

Using a sum to join the in parallel calculated results, Bump Boost and
Multi Bump Boost have a similar approach. But the determination of the
bump center, for example, is not covered by it. Thus Bump Boost is in some
sense too complex for this schema.

While the solution [CKL+07] does not rely on approximation, in machine
learning it is often used for large scale problems. For example, stochastic
gradient descent tries to reduce the actual processed data by sampling on
the whole data set. [Bot10] describes how stochastic gradient descent can
be used efficiently, f.e. with averaged stochastic gradient descent or comput-
ing second order derivatives, for large scale problems. In [LK12] machine
learning at twitter is described, where f.e. stochastic gradient descent with
logistic regression is used for large amounts of data.

Another example where averaged stochastic gradient descent works well
are neural networks, in this case also named mini batch learning. This
technique was successfully applied in [DCM+12] by massively parallelizing
deep neural network learning. Due to its sequential nature, stochastic gra-
dient descent is hard to parallelize, [DCM+12] shows how this can be done
by asynchronous updates. More precise, in “Downpour SGD” two clusters
parallelize the workload. The data is partitioned onto the entities of one
cluster, where each performs the gradient calculations. The gradients then
get pushed to a second cluster, where each host is responsible for a set of
parameters. This cluster is responsible for updating and distributing the ac-
tual parameters. A similar approach is used in [LASY14] with a even larger
setup.

This idea of a parallel stochastic gradient descent has also been used in
several works, such as [FS09], to speedup linear SVMs. In contrast to deep
learning, which works well in non-linear settings, non-linear kernels enable
SVMs to solve more complex problems [Gär03]. In principle and practice
it is possible to use stochastic gradient descent also with kernels, but the
question which data points, i.e. support vectors, to prioritize gets prominent
[BEWB05, The implementation LaSVM is used in this work.][KSW04]. This
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increases the parallelization complexity.
SVMs suffer from the complex optimization problem, the more data, the

slower the state-of-the-art SVM solvers. In [SSS08] they claim that more
data should decrease the actual run time when the same prediction error
should be reached. The idea is, that even though the optimization problem
increases with more data, the actual generalization problem does remain the
same, in contrary should be easier solvable with more data. The authors
give a theoretical and empirical justification for linear SVMs.

In contrast to stochastic gradient descent, Bump Boost and, in this case
more concerning, Multi Bump Boost optimize the parameters always by
using the whole data set and synchronously.

Another way to parallelize machine learning algorithms is ensemble learn-
ing. There are several ways, but the principle is to learn different models on
a data set and then combine their single predictions to a global one [MO99].
Next to stochastic gradient methods, this is a used technique at twitter for
large scale problems [LK12]. But it comes with high computational costs, as
generally each model is trained on the whole data set. In [CBB02] a mixture
of SVMs is proposed to make SVM learning practical, where the output of a
set of SVM, each learning on a subset of the data, is combined by a learned
gatekeeper. Even though giving good results, the model is still restricted
by the size of the subsets, i.e. the size of the subset cannot be larger than
practically manageable by a single SVM. Hence, this approach will not work
for highly complex and large data sets.

Boosting, which is used in Bump Boost, is also a form of ensemble learn-
ing as in each iteration a simple prediction function is learned. But the
learning of the bumps is not independent, thus not parallelizable as all the
other boosting based approaches.

An interesting solution for large scale learning is given in [RR07]. The
authors propose to map the actual feature space into a lower dimensional
one and learn on that with fast linear methods. This lower space should be
designed so that the resulting inner products are approximately the same in
both spaces.

By top-performing in the ImageNet Large Scale Visual Recognition Chal-
lenge 2012 (ILSVRC2012) the authors of [KSH12] gave an example on how
neural networks can learn features by themselves. The enormous learning
task and parameter space, the net has 69 million parameters and 690.000
neurons, is controlled by a highly efficient GPU-implementation and the,
back then, new regularization method dropout [HSK+12].

Similar our work also includes a fast GPU-implementation. On the other
hand, Bump Boost and Multi Bump Boost are as SVMs dependent on a
meaningful feature space. The kernel methods merely help to predict more
complex problems. This neural network learns these “meaningful” features,
too.

In the introduction, we already mentioned recommender systems. They
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relate to our work mainly by the fact that they are a popular Big Data
problem and application of Apache Spark. The approach of [KBV09] bases
on an approximated matrix factorization and is implemented in Apache
Spark MLlib [mll15]. Besides, a proof of concept for Apache Flink is given
in [fli15a] and should be released in future. The actual algorithm is of modest
complexity, the resulting code [fli15b] in Flink is complicated and, according
to us, not implementable without an in-depth knowledge of Flink. Indeed
[fli15a] mentions that several features were added to Flink to enable this
algorithm.
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6 Tools and Frameworks

Before we describe our programs, we would like to introduce the technology
they are based on.

Already well-known and established for GPUs is Cuda and for GPUs and
other computing devices OpenCl. Both were used to parallelize programs on
single devices. Still new are Big Data systems to parallelize computations
on computers clusters. In this work we use Apache Spark and Apache Flink.
All of them will be described below.

We use the Scipy toolkit to develop a parallelized version of Bump Boost
from scratch. To accelerate Bump Boost we try to use the libraries CudaMat
and PyOpenCl, both have the aim to provide an easy access to Cuda and
OpenCl using Python.

Finally, we describe two very popular SVM-solvers: LIBSVM and LaSVM.

6.1 Parallel Computing Device Frameworks

As stated above Cuda and OpenCl were used to parallelize applications on
single devices. While Cuda’s job is to enable it for Nvidia GPUs, OpenCl
is more general and helps to port applications on different platforms, from
CPUs over GPUs to FPGAs. Both are data parallel programming languages
(see 3.2.3).

Both of them provide a language to program and an application inter-
face to (cross-)compile the code and access the devices. The programming
model of these languages differs from the common one, because according
to Flynn’s taxonomy (See 3.2.1), it is build on “Single Instruction Stream,
Multiple Data Streams” machines. Common sequential programming mod-
els assume “Single Instruction Stream, Single Data Stream” devices. This
different programming scheme can be a barrier.

To give the reader a broad understanding, let us sketch the following code
example from an AMD Developer Blog [AMD15]. It is a sample dot-product
implementation in OpenCl:
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1 #define LOCAL_GROUP_XDIM 256

2
3 __kernel __attribute__ (( reqd_work_group_size(

LOCAL_GROUP_XDIM , 1, 1)))

4 void dot_local_reduce_kernel(

5 __global const double * x, // i n p u t v e c t o r
6 __global const double * y, // i n p u t v e c t o r
7 __global double * r, // r e s u l t v e c t o r
8 uint n // i n p u t v e c t o r s i z e
9 ){

10 uint id = get_global_id (0);

11 uint lcl_id = get_local_id (0);

12 uint grp_id = get_group_id (0);

13 double priv_acc = 0; // a c c umu l a t o r i n p r i v a t e
memory

14 __local double lcl_acc[LOCAL_GROUP_XDIM ]; //
a c c umu l a t o r s i n l o c a l memory

15
16 i f ( id < n ){

17 priv_acc = lcl_acc[lcl_id] = x[id] * y[id]; //
m u l t i p l y e l emen t s , s t o r e p r o d u c t

18 }

19 barrier(CLK_LOCAL_MEM_FENCE); // F ind t h e sum o f t h e
a c c umu l a t o r s .

20
21 uint dist = LOCAL_GROUP_XDIM; // i . e . ,

g e t l o c a l s i z e ( 0 ) ;
22 while ( dist > 1 ){

23 dist >>= 1;

24 i f ( lcl_id < dist ){

25 // P r i v a t e memory a c c umu l a t o r a v o i d s e x t r a l o c a l
memory r e a d .

26 priv_acc += lcl_acc[lcl_id + dist];

27 lcl_acc[lcl_id] = priv_acc;

28 }

29 barrier(CLK_LOCAL_MEM_FENCE);

30 }

31
32 // S t o r e t h e r e s u l t ( t h e sum f o r t h e l o c a l work

g roup ) .
33 i f ( lcl_id == 0 ){

34 r[grp_id] = priv_acc;

35 }

36 }

As hinted above this code gets executed in parallel on different data
streams, and is separated implicitly by the results of the identification func-
tions. Again, each thread of this code gets different global and local ids and
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based on them it should access a different data space and thus use a different
“data stream”.

In the code above, first all threads multiply in parallel the according
elements (line 17). Then, by halving the working threads in each round, it
sums up the results (line 20 to line 30). This code does it until a small vector
of summands remains, it could be done also until just the final dot-product
result is left over.

The key point we wanted to show, even though the multiplications are
easily done in parallel, for the sum we need to use barriers to synchronize the
threads and we need to take care which thread does which operation. Next
to device-depended characteristics, this programming model makes these
APIs difficult to handle.

The rest of this section will provide some basic information and references
on both frameworks.

6.1.1 Cuda

The Nvidia company was the first to offer a general purpose computing
interface for a GPU (see [nvi15]) in 2006. This enabled a new form of GPU
usage: using high level languages for sequential parts of the application and
accelerating the parallelizable parts on graphical interfaces. Today, Nvidia
provides interfaces for several languages such as C, C++ and Fortran.

This new development also had a major impact on scientific research.
Besides that toolkits as MATLAB support accelerations by GPU usage now
([mat15a]), high end performance gets reached for example in the neural net-
work research. To name one example: the successful convolutional network
([ale15]) of Alex Krizhevsky at the ImageNet([KSH12]).

6.1.2 OpenCl

OpenCl is a project of the Khronos Group (see [ope15a]). Whereas Cuda is
only available on Nvidia GPUs, Khronos advertises OpenCl as “first open,
royalty-free standard for cross-platform, parallel programming”[ope15a]. All
major vendors implement the standard in some way. To name some: Intel,
AMD, Xilinx, Altera, ARM, IBM, and Nvidia.

Although this variety of vendors and thus devices providing an OpenCl
interface, CUDA still seems to be more popular. F.e. MATLAB does not
provide accelerations support by OpenCl devices [mat15b]. A cause maybe
is the late following up in the year 2009 [ope15b].

6.2 Cluster Frameworks

A completely different idea compared to Cuda and OpenCl are Spark and
Flink. Instead of accelerating the computation as much as possible on a sin-
gle device, their first goal is to make the computation possible, because of the
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large data that has to be processed. And second to reduce the computation
time by parallelizing the effort on a computer cluster.

As introduction, we describe the Apache Big Data stack they are part
of. This includes a short development history, including its first successful
project Hadoop. In the end we describe Spark and Flink.

6.2.1 Apache Big Data Stack

1 Computer clusters, large amounts of data, and distributed programs are
for a long time part of computer science. But before the rise of the Apache
Big Data stack, these challenges were mostly solved with high end hardware
and software systems. The software that is merged into that described stack,
especially the most important one, Apache Hadoop, changed the access to
Big Data solutions.

We named in this case the Apache Big Data stack, because it is the
predominant software bundle for Big Data applications. Notably all this
software is open source. To the best of our knowledge, no major software
vendor has yet presented a more evolved solution yet.

The following diagram depicts the Apache Big Data stack:

1Great part of the information of this section are summarized from [KFLQ].

42



6.2 Cluster Frameworks

Figure 8: The Apache Big Data stack. Apache Flink is missing and would be in the
same place as Apache Spark. (Year 2013. From: [KFLQ])

“Having specialized hardware like Super Computing infrastructures for
doing such processing is not economically feasible most of the time. Large
clusters of commodity hardware are a good economical alternative ...” [KFLQ].
This leads to new challenges such as hardware heterogeneity, node manage-
ment, and common and expected hardware failures. These were tackled
by Apache Yarn and Mesos. Both’s application purpose is to manage the
resources in a cluster.

The next problem is providing the data inside the cluster. Hadoop File
System (HDFS) solves this problem in the Apache Big Data stack.
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The last, general problem is how to distribute the actual work. Here
Spark and Flink come into the game, next to several other applications.

Still notably for us are the data analytic tools Mahout and MLlib. Both
of them provide popular machine learning algorithms on top of Spark and/or
Hadoop. They have a very similar set of algorithms. To us, MLlib seemed
a bit more advanced, therefore we have chosen it as example in our experi-
ments.

6.2.2 Hadoop, HDFS, and YARN

Now we introduce the core pieces of the Apache Big Data stack. Namely
Hadoop (version 1.0 released in 2011, version 2.0 in 2013 [apa15c]) with the
idea of MapReduce and it’s components HDFS [apa15b] and YARN [apa15e].

New to Hadoop was the simplicity and the short development cycles for
developers: “Performing computation on large volumes of data has been
done before, usually in a distributed setting. What makes Hadoop unique
is its simplified programming model which allows the user to quickly write
and test distributed systems, and its efficient, automatic distribution of data
and work across machines and in turn utilizing the underlying parallelism
of the CPU cores.” [had15] The simplified programming model is the Map-
Reduce-approach. The automatic distributions of data and work is done by
HDFS and YARN.

Yahoo initially developed Hadoop based on the Google File System
[GGL03] and the famous Map-Reduce-approach [DG08] [KFLQ]. After mak-
ing it open source it became a great success and the corner stone for the
Apache Big Data stack.

Map-Reduce-algorithms base on a tuple of functions: a function mapping
from A to B f(A) : B and a reducing function f(B,B) : B. Thus, they are
easily distributable. For example v · v> can be expressed with: the mapping
f(xi) = xi ∗ xi and the reducing function f(xi, xj) = xi + xj . The fact
that the developer just needs to provide these functions is one case for the
simplicity, because f.e. there is no need to concern about marshaling data
or inter process communication. Another reason is, that the system itself is
not the fastest, but it is designed for flat scalability [had15]. This means no
need to refactor or rewrite the program if the developer wants to increase
the number of cluster nodes.

A very important characteristic of the distribution strategy is the ap-
proach of moving computations to the data instead of vice versa.

This simple yet quite powerful programming model suffices for variety
of tasks, but for some algorithms it is often not enough, especially machine
learning ones.

The very base of Hadoop is the “Hadoop File System” (HDFS). It is
designed for large files, which usually are once written and then often read.
These large files are split into chunks and those are distributed with some
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replication factor onto the cluster. The file system interface is similar to the
Linux one.

In the first version, YARN did not exist and the functionality was in-
tegrated into MapReduce. From Version 2 on they were split and YARN
got a fundamental base for other projects. YARN basically offers to reserve
cluster resources for an application and uses those to execute the application
processes. There is no failure handling included. Thus, this is left to the
application developer.

6.2.3 Spark and MLlib

To overcome the Map-Reduce restrictions the Spark [ZCF+10][apa15d] pro-
gram was created. Version 1.0 was released in May 2014 [spa15a]. The
programming model of Spark is based on a “resilient distributed dataset
(RDD), which is a fault-tolerant collection of elements that can be operated
on in parallel.” [spa15d] Thus, it distributes large datasets in the memory
of the cluster and computes operations in parallel, if possible.

The usage of Spark is as follows: Spark provides a client library that
communicates with a cluster or a standalone version. A program using this
library is called master. Inside this program, RDDs can be used and all the
operations on those are dispatched to the cluster. To enable optimizations
and reduce traffic, those operations are just scheduled when the master wants
to retrieve a result of an RDD operation.

As for Hadoop, the user does not need to concern about the distribution
of the data or computation and therefore Spark scales flat too.

The most important operations provided by RDD’s are:

map: Mapping the set to another.

filter: Filter elements according to the binary value of some function.

union: Union two sets.

intersection: Interset two sets.

join: Join elements with the same key.

reduce: Reduce all elements to one result element.

The RDD sets usually are not sorted and there is no random access, thus
the operations are very similar to mathematical operations of sets.

On top of Spark, MLlib [spa15c] was developed. Next to some general
math features it provides several stochastic gradient descent algorithms.
To name some: linear SVMs, logistic regression, decision trees, k-means
clustering, principal component analysis.
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6.2.4 Flink

This project [apa15a] was created at the TU Berlin under the name Strato-
sphere [ABE+14]. After the admission as project in the Apache Software
Foundation it was renamed to Flink due to naming conflicts. During the
work on this paper, it was still in the incubating phase.

From the first point of view it provides a very similar functionality as
Spark, i.e. the distributed manipulation of sets. In fact, nearly the same
code semantics belonging to set operations work for both frameworks, but
under the hood they are quite different. While Spark programs are executed
as master and communicate with a cluster, Flink programs are submitted to
a server, which executes them on a cluster. And whereas the Spark program
manipulates sets, a Flink program creates a dataflow execution plan. This
means, the developer specifies the set sources, the manipulations on them
and the sinks, where to store them. Then the server creates out of that plan
a real program and executes it on the cluster.

This restricts the programmer to use only operations supported by Flink,
whereas in Spark he can fall back to general purpose computations on its
master. On the other hand, it allows the Flink compiler to optimize the plan
and further to create a pipeline structure, through which the data passes.
Thus, those programs can also be used for stream processing [ABE+14].

We will discuss the further implications of the Flink programming model
later in this work.

6.3 Python

In this two final sections, we describe more common tools. We begin with a
short introduction into our chosen python projects.

6.3.1 Scipy, Numpy, Matplotlib

The python project for scientific tasks called Scipy (see [sci15]) got popular
in the last years, due to the flexibility of Python and the great work of
the community. We mostly use the Numpy (see [num15]) module which
provides a n-dimensional array object backed by fast C-implementations
and other useful mathematical features, such as linear algebra or random
number functions.

Related to the popular MATLAB plotting functions, Matplotlib (see
[mat15c]) provides a very powerful plotting library in Python. We use it to
analyze and visualize our results.

6.3.2 CudaMat

The module CudaMat (see [Mni09]) created by Volodymyr Mnih is a simple
yet powerful library to do matrix computations on CUDA-enabled devices.
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It is aligned to Numpy arrays and provides conversion functions between
these types. There is no open interface to compile CUDA code.

6.3.3 PyOpenCl

PyOpenCl does a somewhat different job. Similar to CudaMat it enables ac-
celeration on GPU-devices and provides some basic support for one-dimensional
arrays. But the main scope is to provide an easy way to create and compile
OpenCl code. For this purpose, it can abstract several OpenCl management
tasks, especially memory management.

This project was created by Andreas Klöckner (see [pyo15]), who also
maintains a similar module named PyCuda (see [pyc15]).

6.4 SVM Programs

Now we would like to conclude by presenting two popular SVM-solvers. For
the general SVM-Algorithm please consider 4.2.

Both of them use the popular LIBSVM/SVM-light file format [las15].
Because of it’s popularity and to have the same starting point for all algo-
rithms, we use it for the Bump Boost implementations, too.

6.4.1 LIBSVM

The first solver is called LIBSVM (see [CL11]), now in its third version (see
[lib15a]). This library supports, next to support vector classification, also
regression and distribution estimation. The implementation is a SMO-like
algorithm described in [FCL05]. According to [CL11, page 26] the computa-
tional cost of this algorithm is in the worst case (all cache misses) O(I ∗n∗d)
with I iterations, n data samples of d dimensions. Unfortunately, “empiri-
cally, it is known that the number of iterations may be higher than linear
to the number of training data.” [CL11, page 26]

6.4.2 LaSVM

The second one is called LaSVM (see [BEWB05]) and uses an approximate
online learning approach, which delivers already a good result after a single
pass on the data. Even though some parts have “asymptotic cost ... like
n2 at most.” [BEWB05, page 10], the final algorithm has runtime of “n3

behavior of standard SVM solvers.” [BEWB05, page 10] The developers
claim to use considerably less memory than LIBSVM [las15].
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7 Implementations

This chapter describes the various implementations of the Bump Boost al-
gorithm. The aim is to give the reader a good understanding of how the
code base works and further how different computing framework influence
the development. Of special interest is the usage of the Spark and Flink
framework, which we describe and compare in more detail. The final sub
chapter gives an informal impression on some coding fragments .

7.1 General Framework

Caused by the usage of different frameworks and technologies as by the
lengthy and numerous runs it was necessary to create a general framework.
The main purposes of this framework are:

Installation: An easy installation of all components, programs and datasets
on the given computer.

Single interface: Providing a single interface for all algorithms and imple-
mentations to enable comparable tests and runtime measurements.

Testing: The functionality of the algorithms should be ensured by auto-
matic tests.

Automatizing: The experiments with all their different implementations,
configurations and datasets as their repetitions need to be scheduled
and supervised automatically.

Analysis: To get a quick overview, the automatic creation of plots and
tables is useful. For further understanding, an interface to customize
the plots is, too.

In order to achieve these goals the following technologies were chosen.
GNU Make (see [gnu15]) for the installation process, for all the rest we rely
on Python and the marvelous Scipy environment with Numpy, Nosetests,
and the Matplotlib (see [sci15]).

To achieve our goals the following design was used:

Installation: Using GNU Make all the needed libraries and datasets were
downloaded, compiled, created, and installed automatically.

Single Interface: A python class hierarchy provides a single interface for
the test and experiment procedures. All the implementations use this
interface. For those not using Python, the implementation of this
interface is more a stub, which converts the input, output data and
launches the according programs.
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Testing: With Nosetests all the algorithms were tested. This is especially
useful for Bump Boost as we are using various implementations and
would like to ensure that all work in the complete same way.

Automatizing: Different self-made Python-programs allow us to declare
and launch experiments by specifying the configured implementations,
datasets, repetitions etc. For each run the runtime and test perfor-
mance is measured.

Analysis: For each experiment the framework is able to automatically cre-
ate the most important plots. For more enhanced analysis tasks, an
interface for an enhanced plotting is provided.

7.2 Java

This code was originally written by Mikio Braun and is used for the eval-
uation in [BK]. The obtained code was not runnable, thus different fixes
were needed to get it back to work. This affected mainly input and output
mechanisms. At this point, we would like to emphasize that nothing of the
algorithm implementation itself was changed, except some minor changes
described below. Therefore, the run time should be comparable to the one
in [BK].

For the framework alignment we added different configuration parame-
ters. They allow us to change each control argument and to get complete
same behavior as for the other version.

Achieving this, a small change has been introduced in the procedure for
choosing the bump center. In the original implementation the first value of
the sample array could not been drawn and the last one’s probability was
increased by the one of the first sample. All in all, this does not influence
the effectiveness of the program much, we have changed to get the same
behavior as in the other versions.

In the end we point out the particular characteristics of this version.
First of two it uses the double data type, i.e. 64-Bit floating point numbers,
whereas the other versions use the float data type, i.e. 32-Bit floating point
numbers. The consequence is a slower program and the use of memory for
samples etc. doubles. Second, this version uses JBlas ([jbl15]), whereas
other implementations might use other linear algebra backends.

7.3 Python

The language of our choice is Python. Next to the scripting capabilities,
useful for the general framework, Python’s Scipy offers a fast and advanced
toolkit for scientific and mathematical computations. Besides this core, nu-
merous libraries provide interfaces to other technologies, f.e. CudaMat for
GPU-enabled computations (See 6.3).
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All the following programs implement the above presented interface.
Thus, the algorithm gets executed in the same process as the experiment
scheduler. Other external implementations get invoked in an own one. This
should have negligible influence on the runtime.

Below, we describe the characteristics of the various implementations.

7.3.1 Development Version

This initial version is just used for development reasons. It provides a fully
functional and correct implementation of Bump Boost and is therefore used
as reference point in the tests and further development. Besides the cor-
rectness, it is up to the order of a magnitude slower than the other python
versions. Therefore it is not used in the final experiments.

7.3.2 Parallelized Version

Based on the theoretically best parallelization of Bump Boost (see 4.3.3)
two interfaces were created. The basic work flow between them is sketched
here:
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BumpBoost Iterations

UCC

Initialize Data

Get Bump Center

Get Bump Width & Height

Update Residuals

Get Bump Center

Get Bump Width & Height

Update Residuals

Teardown

LCC

Initialize Data

Get Residual Sum

Search Center

Get Dot Products

Update Residuals

Get Residual Sum

Search Center

Get Dot Products

Update Residuals

Teardown

Figure 9: UML Sequence Diagram with basic work flow for two iterations between
the algorithm implementation, the UCC, and the LCC in the Bump Boost case. For
further descriptions, see below.
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The first one, named “Upper Computing Core” (in the following UCC),
mainly abstracts the calculation of the various parameters in a single iter-
ation. Next to that, functions to setup and tear down the component as
update the residuals are provided.

The second one is named “Lower Computing Core” (in the following
LCC). The LCC is designed to represent the leaves and nodes inside the
computing tree i.e. the distributed computation parts. While the work
of the UCC is still done at master node, work of the LCC can be done
distributed and remotely.

To describe the processes in more detail:

Center Search: the LCC calculates the sum of the squared residuals, the
UCC then chooses the random element and finally it is left to the LCC
to find it.

Bump Boost Width and Height: to calculate the height and width in
the Bump Boost case the LCC calculates the needed dot products and
the UCC computes out of them the costs and the final height.

Multi Bump Boost Width and Height: in the Multi Bump Boost case
it is a bit more complicated. In the UCC the gradient descent steps
were done, the LCC mainly helps to complete them by first calcu-
lating the dot products for the needed height and then finishing the
gradient calculations (taken from the file “python/implementation-
s/numpy bbcc” inside the code repository, see appendix B):
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1 # Here h o l d s : a c t u a l w i d t h = 10** w id th
2 def get_gradient(width):

3 kv_dot_kv , kv_dot_u = lcc.

compute_first_dot_products(center , width)

4
5 height = 0

6 i f kv_dot_kv != 0:

7 height = kv_dot_u / kv_dot_kv

8
9 grad_width = 2 * height * lcc.

compute_second_dot_products(center , width ,

height)

10 return grad_width

11
12 # Do g r a d i e n t d e s c e n t
13 ...

14
15 for i in range(self._gradient_descent_iterations):
16 grad_width = get_gradient(width)

17 # . . .
18 width = ...

19
20 # Ca l c u l a t e f i n a l h e i g h t
21 kv_dot_kv , kv_dot_u = self._lcc.

compute_first_dot_products(center , width)

22 height = 0

23 i f kv_dot_kv != 0:

24 height = kv_dot_u / kv_dot_kv

25
26 width = 10** width

Where the UCC is implemented only once using numpy, the LCC is the
computation intensive part and thus realized in different versions. They are
described below.

7.3.3 Parallel and Remote LCC

The parallel LCC creates just n Python-threads and distributes the work to
them. In addition to forwarding the calls and arguments, this core splits the
work i.e. arguments apart and joins the results meaningful together. This
LCC would be an inner node in the tree description of the Bump Boost
parallelization (see 4.3.3).

The remote LCC is in fact just a stub, which forwards the call and
argument to a remote server. A simple but powerful idea. In the tree
description of the Bump Boost parallelization, this one is not visible as it
just forwards data.
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As Python does not support real threads because of the Global Inter-
preter Lock (see [pyt15]), we use a more general approach by first splitting
the work using the parallel LCC and then forwarding it using the remote
LCC. These remote points, each an own process, can be either on the local
or on a remote host. In the local case, this is an easy way for IPC using
Python. In the remote one, it is an easy and powerful way to parallelize
Bump Boost on different hosts.

The following graph shows an example structure. At the top is the UCC
controlling the root LCC. A parallel LCC splits the data flow to its children.
While a remote LCC just forwards the data. The leafs then do the actual
computation, besides the merging in the parallel LCC:

Figure 10: An example tree of LCCs.

7.3.4 Numpy LCC

The easiest implementation is this one. Using the Numpy toolkit, it imple-
ments the interface in a few lines of code, but is still highly effective.

7.3.5 CudaMat LCC

It uses the CudaMat project described in 6.3.2.
One of CudaMat’s benefits is the easy and Numpy-like interface. Thus,

porting code written in Numpy to the CudaMat library is quite easy. As-
suming all the functionality is available.

In our implementation this is not the case, caused by a missing cumu-
lative sum procedure used in the center search operation. Therefore, we
used the alternative approach doing some sort of binary search (see 4.3.1).
Even though much more data needs to be accessed, the performance penalty
should be modest thanks to the massive parallel characteristics of GPUs.
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7.3.6 PyOpenCL LCC

Unfortunately, we were not able to control the complexity of the OpenCl
framework and create a performance boost. Therefore even having a working
implementation, we refused to use it for the experiments.

Here we would like to describe in a short way the main advantage of
PyOpenCl (see 6.3.3) and our problems. The benefit of working with OpenCl
is that, the code can be used in a parallelized way on different computing
devices i.e. CPU and GPU. On the CPU, the code is parallelized on different
cores by the OpenCl framework. Another benefit is that OpenCl code can
run on ATI, Intel and Nvidia GPU-devices, whereas Cuda code can only run
on Nvidia GPU’s. Next to this benefits inherited from OpenCl, PyOpenCl
provides a neat library with a lot of abstractions for memory management,
compilation processes etc. and a vector class with fast operations.

So far so good, on the other hand the OpenCl computing model can be
tricky and for different devices different options behave in different ways.
Without specific knowledge it is hard to get working code and especially
a performance boost (For an example see 6.1.). A drawback of PyOpenCl
itself is the missing support for matrices. F.e. CudaMat supports it. In
PyOpenCl, all operations that can not be done on a flatten array need to
be implemented in OpenCl code.

7.4 Big Data Frameworks

One of the initial objectives of this thesis was the examination of the Big
Data frameworks Spark and Flink and their applicability for implementing
machine learning algorithms. Whereas in the previous descriptions we left
out most coding details, in this sub chapter we want to describe it in more
detail.

In the chapter 6.2 we already described in the general environment
around and the idea behind those frameworks. Now we would like to do
the next step and describe the impact of these models on our work flow.
This is done by first describing the implementation effort for Spark and
Flink. In the next sub chapter a specific code section is compared.

Please note that only a simplified subset of the code is shown here, for the
whole and working Scala-code please see the code base referred in appendix
B.

7.4.1 Spark

The Spark (see 6.2.3) way is a very pragmatic one. The main idea of Spark
is to have a “resilient distributed dataset“ called RDD and to make transfor-
mations to it. All of them get cached until the result is explicitly requested.
That’s the only impact on the programming structure. This means, the
developer can program as he would like to, especially in cases where the
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framework does not solve the problem well, he can fall back to, in our case,
Scala.

On the other hand, this restricts the possibility of Spark to optimize the
code and increases the impact of the developer on the program efficiency.

As we already stated, for Spark exists the machine learning library ML-
LIB. We decided not to use it, because it did not seem very promising, in
other words evolved. One of the reasons was the missing dot product be-
tween matrices and vectors which is needed in Multi Bump Boost. The
other was that for Flink no such library exists, but for comparisons sake we
wanted to keep the code as similar as possible.

The solution to our own math library was subclassing the Spark RDD
class in combination with Scala implicits [OSV08, See sub chapter 6.12].
This allowed us to code more easily. In the rest of the section we describe
our design choices.

Each of our RDD’s represents a matrix of shape n x d, thus possibly of
shape n x 1, and each element of the set represents a row of that matrix. Due
to the missing ordering in a set, each element consists of a row index and an
array containing the row elements. The same design choice was made by the
creators of the MLLIB (see [spa15b]). As a consequence, for each operation
including two matrices or vectors they need to be “zipped” together i.e. the
elements need to be joined by index. This can be a major impact on the
performance during math operations, especially if the according elements
are not stored on the same hosts.

In the listing we show the simplified code for element-wise math opera-
tions:

1 object VectorRDD {

2 def +(X1: RDD[Vector], X2: RDD[Vector ])=X1 zip X2 map{x => x._1 + x._2}

3 def -(X1: RDD[Vector], X2: RDD[Vector ])=X1 zip X2 map{x => x._1 - x._2}

4 def *(X1: RDD[Vector], X2: RDD[Vector ])=X1 zip X2 map{x => x._1 * x._2}

5 def /(X1: RDD[Vector], X2: RDD[Vector ])=X1 zip X2 map{x => x._1 / x._2}

6
7 ...

8
9 def zip(X1: RDD[Vector], X2: RDD[Vector ]) =

10 ((X1 keyfy) join (X2 keyfy)) map {case (k, (v1, v2)) => (v1, v2)}

11 def keyfy(X1: RDD[Vector ]) = X1 map {x => (x.id, x)}

12 }

Given two vector RDDs, first the row elements are “zipped” together
and then the according operations are applied on the single vectors(line 2-
5). As stated, this means that the elements are joined by their row indexes.
In Spark joins require a RDDs with elements of the form (key, value) and
return a RDD with elements of the form (key, (value1, value2)). Knowing
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this, we can follow the flow, where in line 10 the vector RDDs were mapped
to the required form using keyfy (line 11) and then joined together. We
don’t need the key, so the mapping in line 10 removes it.

The actual operations on the vector are a loop over the array elements
performing the desired operation.

Thanks to the flexibility of Scala we can overload operators such as “+”,
“-” etc. and thus create a quite readable code. F.e. in the next listing,
two vector RDDs can be element-wise multiplied just by writing “X1 * X2”,
which invokes the operation in line 4 above.

The other math operations worth noting are:

1 object VectorRDD {

2 ...

3 def absV(X1: RDD[Vector ]) = X1 map {x => x.abs}

4 def dot(X1: RDD[Vector], X2: RDD[Vector ]) = X1 * X2 sumV

5 def sumV(X1: RDD[Vector ]) = X1 reduce {_ + _}

6 def minV(X1: RDD[Vector], dimensions: Int) =

7 X1.fold(Vector.maxValue(dimensions))({(acc , element)=>acc min element })

8 def maxV(X1: RDD[Vector], dimensions: Int) =

9 X1.fold(Vector.minValue(dimensions))({(acc , element)=>acc max element })

10 ...

11 }

The code above illustrates how three of the basic operation types, namely
“map”, “reduce”, and “fold”, work.

Line 3 shows a mapping of a vector RDD to the a vector RDD with it’s
absolute values.

In 6.2.2 we already described how reduce functions work. Here, we
present an actual example. In the lines 4-5, first the vector RDDs get mul-
tiplied element-wise (see previous listing) and then the rows are summed
up using the reduce function of the RDD class, resulting in a vector or
matrix-with-vector dot-product.

While the reduce operations can be performed in parallel, the fold oper-
ations can not. Given an initial accumulator element a, for all elements ei in
a set following update operation is performed: a = f(a, ei). In our case, this
semantic is used for a minimum and maximum function. After initializing
the fold operation in line 7 with the maximum possible value the minimum
is found with a function that always returns the smaller element. In line 8
it is done vice versa for the maximum.

If the result is a single element, f.e. using fold or reduce procedures,
Spark returns the value instead of dataset with one element. Contrary to
Flink as we will see later.

Backed by this mathematical functionality implementing Bump Boost
and Multi Bump Boost was not a big deal as we could rely on Scala’s power.
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For searching the bump center we make the same design choice as in
GPU case (see 7.3.5) and do some sort of binary search (see 4.3.1), but the
reasons differ. Whereas in the GPU case we could not make a cumulative
sum and thus we took advantage of the GPU parallel architecture, in Spark
we could do it by fetching each element/row of a vector/matrix. The result
would be really slow as it includes n transfers from the nodes to the master
of a single element. We are faster to make only log n transfers, even though
we might sum up up to the half of the elements in the vector at the nodes.

7.4.2 Flink

The Flink way is the idealistic one. Flink(see 6.2.4) programs base on a data
flow model built around data sets. This restricts the power of the developer
on one hand, on the other the compiler has much more control, thus is
potentially able to optimize the program better than f.e. in the Spark case.

Spark can be seen as a feature to a general purpose language. Flink
programs are not general purpose. A general purpose language s.a. Scala is
used to describe a Flink-program, but the Flink program itself is tied to the
data flow paradigm.

For Flink, a math or machine learning library does not yet exist (a
Mahout implementation is planned [mah15]). Fortunately, due to the similar
semantics, we can use most of the code from Spark, with all its benefits and
drawbacks. The only bigger difference is that we can join the rows/elements
of matrix/vector more easily by addressing their elements:

1 object VectorDataSet {

2 ...

3 def zip(X1: DataSet[Vector], X2: DataSet[Vector ]) =

4 X1 join X2 where "id" equalTo "id"

5 ...

6 }
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One of the major drawbacks of Flink is that everything is a data set.
In Spark, the result of a dot product is a vector, in Flink, it is a data set
with a single vector. If we would like to subtract a single vector from all
vectors in a data set, this vector is a single one in a data set. In this case,
either a cross join needs to be performed or a special annotation operation
called “withBroadcastSet” needs to be applied. This broadcasts the passed
data set (line 10) to all executing nodes, where it is converted into a Scala
collection and extracted into a member object(line 7). Finally, in the map
function the actual subtraction is applied:

1 object VectorDataSet {

2 ...

3 def subtVector(X1: DataSet[Vector], X2: DataSet[Vector ]) = X1.map(

4 new RichMapFunction[Vector , Vector ]{

5 var v: Vector = nul l
6 override def open(config: Configuration) = {

7 v = getRuntimeContext.getBroadcastVariable("v").toList.head

8 }

9 def map(x: Vector) = {x - v}

10 }).withBroadcastSet(X2, "v")

11 ...

12 }

A more realistic example is given in the next listing. It shows the final
update of the R-Prop algorithm (see 4.1.4) i.e. width = width + update ∗
sign(gradient). As everything is a data set, also the values for the update
and gradient variable are data sets, thus need to be broadcasted into the
mapping function of the data set:

1 ...

2 width = width.map(new RichMapFunction[Vector , Vector ]{

3 var update: Vector = nul l
4 var gradient: Vector = nul l
5 override def open(config: Configuration) = {

6 update = getRuntimeContext.getBroadcastVariable("update").toList.head

7 gradient = getRuntimeContext.getBroadcastVariable("gradient").toList.

head

8 }

9
10 def map(x: Vector) = {(x + update * (gradient sign))}

11 }).withBroadcastSet(update , "update").withBroadcastSet(gradient , "gradient")

12 ...

This is already quite cumbersome for such simple operations. Further-
more, Flink does not offer control statements for operations on data sets.
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In more detail, the content of data sets can be added, modified, and re-
moved, but if a certain operation is applied to a data set or not is fixed
[fli15d]. Imagine a pipeline structure which controls the passed content, but
the structure itself cannot be modified. An example of the code explosion
is given in the next section 7.5.2.

This workaround of using data sets with single values, broadcasting data
sets and putting the program logic into “open” function of these rich map
and filter functions make Flink quite flexible. But the programming is hard
and the compiler has problems with the increased amount of nodes, i.e. data
sets, the program contains. More on that below.

Other restrictions are imposed when using loops. Flink offers two types
of loops. The first one is called “Bulk Iteration”, which allows to modify a
data set with an iteration function for n times. The second one is called
“Delta Iteration”, which allows to provide a work data set and cumulates
the results in a solution set. The loop performs until the work set is empty
or the developer set maximum iteration count is reached. For both, also a
custom “aggregator” can be used to control the termination (see [fli15c]).

The following example shows how bulk iterations work by calculating
the factorial of 100. First of all, an iteration needs a working set, i.e. a
set used for the iteration, created in line 1. Line 3 states that we want
to make 100 iterations. What each iteration does, is determined by the so
called step function, line 4 to line 8, which gets as input in the first round
the input data set, in our case “initial”, then in each round the output of
the last iteration. Please note that Scala functions implicitly return the last
object in a function, in this case “result” in line 8. In lines 4-7 the input data
“iterationInput” gets mapped to the “result” data set. In the map function
the factorial gets calculated by multiplying the only number in the data set
with“getIterationRuntimeContext.getSuperstepNumber”, which returns the
current iteration index beginning at 1. As mentioned above, everything is a
data set, thus to update the factorial value we need to use a mapping.

1 val initial = env.fromElements (1)

2
3 val factorial = initial.iterate (100) {

4 iterationInput: DataSet[Int] =>
5 val result = iterationInput.map { i =>
6 i * getIterationRuntimeContext.getSuperstepNumber

7 }

8 result

9 }
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The first problem using these iterations is that only one variable, i.e.
changed during one iteration, data set can be passed into the loop, above
called working set. This results in strange workarounds. An example is
the following loop in the R-Prop algorithm. First, all needed variables, i.e.
actual width, update value, and last gradient, need to be merged into one
set, and then in each iteration they need to be separated at the beginning
(line 12-14) and merged in the end (line 18-22):

1 ...

2 val startWidth = env.fromCollection[Vector ](Seq(startWidthVector))

3 map {x => new Vector(0, x.values)}

4 val startUpdate = env.fromCollection[Vector ](Seq(startUpdateVector))

5 map {x => new Vector(1, x.values)}

6 val startLastGradient = env.fromCollection[Vector ](Seq(zerosVector))

7 map {x => new Vector(2, x.values)}

8
9 var stepSet = startWidth union startUpdate union startLastGradient

10 stepSet = stepSet.iterate(config.gradientDescentIterations){

11 stepSet =>
12 var width = stepSet filter {_.id == 0} neutralize;

13 var update = stepSet filter {_.id == 1} neutralize;

14 var lastGradient = stepSet filter {_.id == 2} neutralize;

15
16 ...

17
18 width = width map {x => new Vector(0, x.values)}

19 update = update map {x => new Vector(1, x.values)}

20 lastGradient = lastGradient map {x => new Vector(2, x.values)}

21
22 width union update union lastGradient

23 }

24 val width = stepSet filter {_.id == 0}

25 ...

In addition, it is not supported to nest loops, nor will it be in the near
future [fli15j]. Thus it’s hardly possible to implement Bump Boost and Multi
Bump Boost. Unfortunately, we discovered this during the development,
because the fact has not been stated in the official documentation(Not in
[fli15c] nor in [fli15d] as of Flink version 0.8, January 26. 2015).

During the implementation of Bump Boost and Multi Bump Boost we en-
countered several bugs ([fli15e], [fli15f], [fli15g], [fli15h], [fli15i]) which needed
to be fixed by the Flink developers. Even though Flink is still under devel-
opment, some of the bugs were of general nature. Because of this and after
some discussions with the Flink developers, we have the impression that
nobody tried to implement something similar in Flink before.
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In the end, we were not able to produce a working Bump Boost or Multi
Bump Boost program using Flink. After completing the implementation for
a single iteration, which worked fine for both algorithms, we would have
needed a nested loop to repeat that iteration. Unfortunately, this is not
supported by Flink.

We tried to replicate the loop code using a template script. It was
possible to do two iterations. Doing the step from two to three iterations
the Flink server did not stop computing. We suspect that the compiler
could not cope with the complex computation graph, because each variable
is a data set and Flink tries to optimize the flow of them all, not knowing
that only one element per time will be inside each of these data sets and no
optimization is needed.

To summarize, the biggest problems using Flink are a missing linear al-
gebra library and the restrictions of unordered sets when creating an efficient
matrix implementation as it is for Spark. Furthermore, the loop semantics
and the mantra “everything is a data set” make the coding cumbersome and
hard. Even more, not all algorithms can be expressed in Flink as Bump
Boost and Multi Bump Boost show.

Due to all these problems, it was not possible to implement and test
Bump Boost and Multi Bump Boost on the Flink framework. An example
of how complex Flink code can be compared to Spark code is given in the
next section.

7.5 Selected Code Comparisons

In this final section we compare some code fragments of selected implemen-
tations we discussed above. The scope of this is to introduce the reader to
the code complexity depending on the language and platform choice, not to
introduce the reader to language, platform, or code details.

We begin with the code to draw a center according to the given distribu-
tion comparing the implementations in Numpy and CudaMat. We conclude
by illustrating an impression of the code for R-Prop in Multi Bump Boost
using Spark and Flink.

For the whole and working code please see the code base referred in
appendix B.

7.5.1 Draw Center

The probability distribution and the algorithm, how to determine a center in
Bump Boost and Multi Bump Boost are outlined here 4.3.1. Two different
versions are named. One is using a cumulative sum, the other a binary search
approach. The former is implemented in the left listing using Numpy. The
later is used in the right one using CudaMat, because a cumulative sum is
not supported:
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1 ...

2 # common code
3 def get_center(self):

4 s = self._lcc.sum_u_2 ()

5 x = s * numpy.random.rand (1).

astype(self._data_type)[0]

6 c = self._lcc.search_center(x)

7 return c

8 ...

9 def sum_u_2(self):

10 self._u_cumsum = (self._u**2).

cumsum ()

11 return self._u_cumsum [-1]

12
13 # r e t u r n s c e n t e r wh ich b e l o n g s to t h i s

random s t a t e
14 def search_center(self , x):

15 ret = self._X[numpy.sum(x > self.

_u_cumsum)]

16 self._u_cumsum = None

17 return ret

18 ...

1 ...

2 # common code
3 def get_center(self):

4 s = self._lcc.sum_u_2 ()

5 x = s * numpy.random.rand (1).

astype(self._data_type)[0]

6 c = self._lcc.search_center(x)

7 return c

8 ...

9 def sum_u_2(self):

10 self._u_2 = cudamat.empty(self._u.

shape)

11 self._u.mult(self._u , target=self.

_u_2)

12 return self._u_2.sum(0).sum(1).

asarray ()[0, 0]

13
14 # r e t u r n s c e n t e r wh ich b e l o n g s to t h i s

random s t a t e
15 def search_center(self , x):

16 r = [0, self._X.shape [0]]

17 while r[1]-r[0] > 1:

18 middle = int (math.ceil((r[0]+r
[1]) /2.0))

19
20 rs = self._u_2.get_row_slice(r

[0], middle)

21 s = rs.sum(0).sum(1).asarray ()

[0, 0]

22 self._free(rs)

23 i f x > s:

24 x -= s

25 r[0] = middle

26 e l se :
27 r[1] = middle

28
29 ret = self._X.numpy_array[r[0]]

30 self._u_2 = self._free(self._u_2)

31 return ret

32 ...

For a general understanding, the “get center” function draws the actual
center,“sum u 2”computes the sum of the squared residuals and“search center”
retrieves the actual center value.
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7.5.2 R-Prop

This gradient descent algorithm is described here 4.1.4. It is used in Multi
Bump Boost to calculate the width parameter. The width is boxed into the
range minWidth < width < maxWidth. We would like to leave the reader
with a general impression, thus do not further explain the coding details.

In Spark, the implementation is quite clean:

1 ...

2 def calcMBBWidth(residuals: RDD[BumpBoost.scalarType], center: Vector) = {

3 // s p a r k c l o s u r e p rob l em worka round
4 val centerX_tmp = centerX

5
6 var width = Vector.ones(config.dimensions) * config.startWidth

7 var update = Vector.ones(config.dimensions) * 0.01F

8 var lastGradient = Vector.zeros(config.dimensions)

9
10 for (i <− 0 until config.gradientDescentIterations){

11 val gradient = BumpBoost.getGradient(centerX_tmp , residuals , center ,

width)

12 val term = gradient * lastGradient

13 lastGradient = gradient

14
15 update = update.condMul(term.isLess (0), 0.5F)

16 update = update.condMul(term.isGreater (0), 1.2F)

17 update = update.clip(config.minWidthUpdate , config.maxWidthUpdate)

18
19 width = width + update * (gradient sign)

20 width = width.clip(config.minWidth , config.maxWidth)

21 }

22 width = width invPow 10

23 width

24 }

25
26 ...
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While in Flink the code is much longer due to the above stated problems:

1 . . .
2 def calcMBBWidth( env : ExecutionEnvironment , centerX : DataSet [ Vector ] , r e s i d u a l : DataSet [ Vector

] , c en t e r : DataSet [ Vector ] ) : ( DataSet [ Vector ] , DataSet [ Vector ] ) = {
3 val startWidth = env . f r omCo l l e c t i on [ Vector ] ( Seq ( Vector . ones ( c on f i g . d imensions ) * c on f i g .

startWidth ) ) map {x => new Vector (0 , x . va lue s ) }
4 val startUpdate = env . f r omCo l l e c t i on [ Vector ] ( Seq ( Vector . ones ( c on f i g . dimensions ) * 0 .01F) )

map {x => new Vector (1 , x . va lue s ) }
5 val s ta r tLas tGrad i ent = env . f r omCo l l e c t i on [ Vector ] ( Seq ( Vector . z e r o s ( c on f i g . d imensions ) ) ) map

{x => new Vector (2 , x . va lue s ) }
6
7 var s t epSet = startWidth union startUpdate union s ta r tLas tGrad i ent
8 s tepSet = stepSet . i t e r a t e ( c on f i g . g r ad i en tDe s c en t I t e r a t i on s ) {
9 s tepSet =>

10 var width = stepSet f i l t e r { . id == 0} n eu t r a l i z e ;
11 var update = stepSet f i l t e r { . id == 1} n eu t r a l i z e ;
12 var l a s tGrad i en t = stepSet f i l t e r { . id == 2} n eu t r a l i z e ;
13
14 val grad i en t = getGradient ( centerX , r e s i dua l , center , width ) // n e u t r a l i z e
15 val term = grad i en t * l a s tGrad i en t
16
17 l a s tGrad i en t = grad i en t
18
19 val minWidthUpdate = con f i g . minWidthUpdate ;
20 val maxWidthUpdate = con f i g . maxWidthUpdate ;
21 update = update .map(new RichMapFunction [ Vector , Vector ]{
22 var term : Vector = null
23 override def open ( c on f i g : Conf igurat ion ) = {
24 term = getRuntimeContext . getBroadcastVar iab le ( ”term ”) . t oL i s t . head
25 }
26
27 def map(x : Vector ) = {x . condMul ( term . i s L e s s (0 ) , 0 . 5F) . condMul ( term . i sGrea t e r (0 ) , 1 . 2F) .

c l i p (minWidthUpdate , maxWidthUpdate ) }
28 }) . withBroadcastSet ( term , ”term ”)
29
30 val minWidth = con f i g . minWidth ;
31 val maxWidth = con f i g .maxWidth ;
32 width = width .map(new RichMapFunction [ Vector , Vector ]{
33 var update : Vector = null
34 var grad i en t : Vector = null
35 override def open ( c on f i g : Conf igurat ion ) = {
36 update = getRuntimeContext . getBroadcastVar iab le ( ”update ”) . t oL i s t . head
37 grad i en t = getRuntimeContext . getBroadcastVar iab le ( ”g rad i en t ”) . t oL i s t . head
38 }
39
40 def map(x : Vector ) = {( x + update * ( g rad i en t s i gn ) ) . c l i p (minWidth , maxWidth) }
41 }) . withBroadcastSet ( update , ”update ”) . withBroadcastSet ( grad ient , ”g rad i en t ”)
42
43 width = width map {x => new Vector (0 , x . va lue s ) }
44 update = update map {x => new Vector (1 , x . va lue s ) }
45 l a s tGrad i en t = la s tGrad i en t map {x => new Vector (2 , x . va lue s ) }
46 width union update union l a s tGrad i en t
47 }
48 val width = stepSet f i l t e r { . id == 0} map { invPow 10}
49 width
50 }
51 . . .
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8 Competitive Solutions

In order to compare Bump Boost’s effectiveness, we have chosen two different
sorts of competitors. The first ones are SVM solvers and the second ones are
part of the MLlib toolbox. This chapters aims to describe how they were
used.

8.1 SVM Solvers

The SVM solvers LaSVM and LIBSVM, described here 6.4, are used in the
same setup as in [BK]. This means we use K-fold cross validation to find the
best parameter configuration for a training set and finally train with this
configuration on the whole set before we predict the test sets results.

In contrast to LaSVM, LIBSVM provides an interface for K-fold cross
validation. For better comparability, we do not use it and implement it in
Python. I.e. our python program splits the training set and uses the SVM
solvers to cross validate on the parameter space. The best configuration is
then used to get the final and tested model.

8.2 MLlib

MLlib, see 6.2.3, as competitor stands for the Big Data machine learning.
The common approach is to use simple algorithms and hope that they work
well with lots of data. To stay on the track, we use two stochastic gradient
descent algorithms with following objective function:

f(w) := C R(w) +
1

n

n∑

i=1

L(w;xi, yi) (32)

Once with a hinge loss i.e. linear SVM:

L(w;x, y) := max{0, 1− yw>x}, y ∈ {−1,+1} (33)

and once logistic loss i.e. logistic regression:

L(w;x, y) := log(1 + exp(−yw>x)), y ∈ {−1,+1} (34)

The regularization R(w) can be no, the “L1” (‖w‖1), or the “L2” (12‖w‖22)
function.

As with the SVM Solvers, we use K-fold cross validation to achieve the
best performing parameter set. Contrary to them, the cross validation is
not done in Python, but in the Spark master application. This decision is
caused by the long setup time of Spark applications in contrast to the SVM
solvers and the need to write a Spark master program anyway.
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9 Data Sets

The aim of this chapter is to summarize and describe the data sets used in
our experiments. Overall, the selection is oriented at the one of [BK]. The
major setup modification, besides different data set sizes, is that the forest
cover sets are not scaled and have a fixed test set.

9.1 Splice

The splice data set [spl15] consists of 3.190 instances, each a DNA-Sequence
of length 60 and a label. The labels describe if the sequence is a splice
side or not. The task can be subdivided by classifying the splice sides into
“exon/intron” and “intron/exon” boundaries. Which is not done in our ex-
periments.

For our tests we divided the data set into a training set of size 1.000 and
a test set of size 2.175. The DNA-labels e.g. “A”, “C”, “G”, and “T” are
encoded to numbers between 1 and 4.

9.2 MNIST

The MNIST database of handwritten digits is a famous data set created and
first used in [LBBH98]. Composed of 60.000 training and 10.000 test images
chosen from NIST, it is a very popular classification problem. Each image
consists of an 28x28 pixel-array. The pixels itself are described by a floating
point value indicating their gray level.

In our setup we use the official test set and the task is to classify “1”
vs the rest. In addition, we use smaller training sets of size n, where each
repetition is a randomly chosen subset of the official training set. Following
values for n were used: 1.000, 5.000, 10.000, 20.000, 50.000, and 60.000.

9.3 Forest Cover

The problem of the “Covertype Data Set” [for15] is to classify the cover
type of a 30x30 meter forest cell by evaluating cartographic values. The 54
features are not scaled and some are real values, some not. Moreover some
features are qualitatively independent from the other. All in all, there are 7
labels and 581.012 examples.

In our setup, we have randomly chosen a fixed test set of size 181012.
The rest is used as training set. As for the MNIST data sets, the task is
classify class 1 vs the rest and we randomly sub sample again the training
set for sizes of n equal to 1.000, 5.000, 10.000, 50.000, 100.000, 200.000, and
400.000.
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9.4 Checkers

This data set was invented in [BK] to benchmark Bump Boost. Given a
checkers board, divided by a 20x20 grid, randomly one of two classes gets
assigned to each of the equally sized squares. Random points were then
classified by the square’s class, in which they lay. Even though the Bayes
error is zero, a lot of information is needed to classify a field correctly and
to find out that each field is square.

Figure 11: An example of a Checkers data set instance with 5000 points (From:
[BK]).

As we can choose the size of our data set, this one is well suited to test
the scaling properties of Bump Boost. To do so, we have randomly gen-
erated ten different data set collections, each made out of an own ground
truth i.e. label assignment. The individual collections consist of a test set
with 100.000 samples and training sets of size n equal to: 100, 200, 300, 400,
500, 600, 700, 800, 900, 1.000, 2.000, 3.000, 4.000, 5.000, 6.000, 7.000, 8.000,
9.000, 10.000, 20.000, 30.000, 40.000, 50.000, 60.000, 70.000, 80.000, 90.000,
100.000, 200.000, 300.000, 400.000, 500.000, 600.000, 700.000, 800.000, 900.000,
1.000.000, 2.000.000, 3.000.000, 4.000.000, 5.000.000, 6.000.000, 7.000.000,
8.000.000, 9.000.000, 10.000.000.
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10 Experiments and Results

This chapter first describes the experiment setup, followed by an in-depth
evaluation of the experiment results.

10.1 Experiment Setup

The description of the general experiment cycle is followed by the their
technical and model parameters. We conclude with a depiction of the mea-
surements made and of the final evaluation.

10.1.1 Cycle and Parameters

All the experiments are scheduled automatically by our framework (see 7.3).
Depending on the current experiment configuration, for each selected data
set and for each selected algorithm implementation a model training is per-
formed. For each data set, 10 different repetitions are made. If the data set
is a sub set of a bigger one, 10 different sub sets of equal size are used. After
the training, all the learned models, i.e. 10 for each data-set-implementation
tuple, are tested on the test sets. Plotting and other evaluation is then done
on purpose by using the serialized experiments.

Except for experiments involving a GPU-enabled implementation, all the
experiments are executed on a cluster of 4 machines. On the cluster HDFS
and YARN are installed. While HDFS is used by all implementations to
fetch the data sets, YARN is only used by those using Spark. Experiments
with GPU usage are launched on a dedicated computer, which also has
HDFS installed to provide the data sets. The details to all machines are
listed in appendix A.

For each algorithm we have a different parameter setting. For the sake of
comparison we use the same as in [BK] for Bump Boost, Multi Bump Boost
and non-linear SVMs. For Spark MLlib we choose our own parameters.

In more detail, the iteration count for Bump Boost and Multi Bump
Boost varies from setup to setup and is given in the description of the results.
For all Multi Bump Boost experiments the following R-Prop settings are in
common: start value of 1.0, minimum update value of 10−8 and a maximum
update value of 10. If not stated otherwise, we use 30 gradient descent steps.

The SVM solvers always use a Gaussian kernel, i.e. exp(−γ‖x−y‖2), and
a cache size of 512 MB. We use 5-fold cross validation to find an appropriate
value for γ and the regularization constant C. For both of them, 5 values are
provided, resulting in 125 training runs. This setup is justified by the fact
that Bump Boost and Multi Bump Boost have built-in parameter selection
(see 4.3.2), while this generally is not the case for SVM with non-linear
kernels, i.e. it is common practice to use cross validation. Furthermore, the
kernel parameter, i.e. width size, is some sort of cross validation performed
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for each iteration. In any case, the asymptotic run time will not be influenced
by this decision.

A similar setup is used for MLlib, where we use a linear SVM and logistic
regression. Also in this setup, 5-fold cross validation is used to determine
the best parameters. Both linear SVM and logistic Regression base on the
same stochastic gradient descent algorithm. In the SVM case, a hinge loss is
applied, while for logistic regression a logistic loss function is applied. Each
setting is used once with L1- and once with L2-loss, while for all of them 50
gradient descent steps are made.

Now the table reflects the data set specific parameters. All the val-
ues should be interpreted as exponents to the basis 10, i.e. −3..1 means
10−3..101. For Bump Boost and Multi Bump Boost, the ranges stand for
the width parameter selection. In Bump Boost 20 values with logarithmic
spacing are chosen out of the range, while for Multi Bump Boost the range
is the box constraint for the modified R-Prop algorithm. Similar to Bump
Boost, the SVM parameters are chosen with logarithmic spacing, but in this
case 5 apiece for γ and C. The same applies to MLlib, where the regular-
ization parameter C is listed and 6 values are chosen:

Algorithm Parameters Splice MNIST Forest Checkers

Bump Boost w −1..3 5..10 −2..2 −4..0
Multi Bump Boost w −1..3 5..10 −2..2 −4..0
SVM γ,C −3..1, 0..2 −10..5,−2..2 −3..1, 0..2 0..4,−2..2
MLlib C −2..2 −2..2 −2..2 −2..2

Table 1: Data set depending parameters of the algorithms. Please see the text above
for further explanations.

10.1.2 Measurements and Evaluation

It is not the main purpose of this thesis to show the effectiveness of Bump
Boost in terms of absolute classification or regression error. This has already
been done in [BK]. Classification errors are still recorded and compared, but
we mainly want to see at which time instant they are reached and how the
training time does evolve with increasing data and/or changing computing
power.

Given the importance of the run time, a detailed examination is justified.
First to mention is that we also measure the data loading. This means

fetching the data out of an HDFS storage, where all the data set files are
stored in the LIBSVM-format (see [lib15b]). The reason for this choice is the
heterogeneity of our platforms i.e. Python programs usually load the data
from disk, whereas frameworks as Spark and Flink do it from a distributed
storage.

Besides, in Spark and Flink it is not easily possible to measure the run
time of specific code regions, due to their programming models and frame-
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work implementations, while in the Java SVM-implementations LIBSVM
and LaSvm it is not possible without modifying them.

Next to that, different applications have different start-up times. For
Python and Java it is nearly negligible, for Spark and Flink it is not. Thus,
measuring the whole run time gives a more complete picture regarding the
different loading techniques and computing frameworks.

The classification error is measured by the amount of wrongly classified
predictions, i.e. given the correct labels Y ∈ {−1,+1}n and the predictions
Ŷ ∈ {−1,+1}n the error is 1

2 n

∑n
i=1 sgn(Yi Ŷi) + 1.

Each training or test run has one hour to complete, otherwise it will be
stopped.

All the specified values in the rest of this chapter are the mean out of 10
repetitions, if not stated otherwise.

10.2 Results

In this sub chapter we present the results of our experiments. At the be-
ginning, the Bump Boost algorithms are evaluated and then they were com-
pared to the SVM solutions and Spark MLlib. Subsequent, the emphasis
on scaling is valued, until a more detailed evaluation of the Spark programs
concludes this section.

In the following, these abbreviations are used:

“BB” and “MBB”: Bump Boost and Multi Bump Boost.

“It.” and “it.”: iterations.

“Numpy”, “default”, “Numpy NxM”, “NxM”, “GPU”, and “Spark”:

“Numpy”describes the default single-threaded implementation of Bump
Boost, also called “default”. “Numpy NxM” or just “NxM” stands for
the distributed version, running on N hosts, on each with M instances.
“2x3” would mean 6 instances in total. The final two abbreviations are
dedicated for the CudaMat and the Spark implementation.

“Lin. SVM” and “Log. Reg”: stand for the Spar MLlib linear SVM and
logistic regression algorithms.

“Splice”, “MNIST”, “Forest”, and “Checkers”:
The Splice, MNIST, forest cover and Checkers data sets.

The used data set, leading to the plotted data, is mentioned in the plot
title. Please mind that for the forest cover and the MNIST data sets we the
classification task is “class 1 vs the rest”.
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10.2.1 Basic Results

At the beginning, we show that Bump Boost and Multi Bump Boost do
indeed scale linearly. Then the results of the algorithms are compared,
preceding to the comparison of different Bump Boost implementations.

Linear Scaling

The figure below empirically shows that Bump Boost and Multi Bump
Boost scale linearly with increasing data size. Furthermore, it shows that
Multi Bump boost performs much slower than Bump Boost. Even if it grows
linearly, the factor is much worse. This is mainly due to increased computing
effort of the gradient descent. Especially in the parallelized version, each
gradient descent step imposes 2 communication attempts to the nodes, while
for Bump Boost it is only one during the whole width determination. We
therefore still expect Multi Bump Boost to scale as well as Bump Boost, but
with more overhead and an implicated later pay off.

0 10000 20000 30000 40000 50000 60000

Data Set Size in Samples

0

200

400

600

800

1000

1200

T
ra

in
in

g
T

im
e

in
s

MNIST: Training Time Vs. Data Set Size

BB 100 it., GPU
BB 1000 it., GPU

MBB 100 it., GPU
MBB 1000 it., GPU

Figure 12: How the training times of Bump Boost and Multi Bump Boost evolve
with increasing data set size.

Bump Boost versus Multi Bump Boost
The next table shows the best results of Bump Boost and Multi Bump Boost
on the used data sets.

For MNIST and the forest cover data set, both have similar classification
results. While for the Splice data set, Multi Bump Boost performs much
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better than Bump Boost and shows it’s abilities.
The opposite is the case for the Checkers data set, where Multi Bump

Boost does not learn well. The examined cost function seemed to be of con-
vex nature and unfortunately, we lacked the time for further investigations.
Thus, we cannot give a reliable cause for this behavior.

Splice: BB 100 MBB 100

23.72± 0.20 4.54 ± 0.88

MNIST: BB 100 BB 1000 MBB 100 MBB 1000

0.44± 0.03 0.28± 0.02 0.23± 0.03 0.20 ± 0.03

Forest: BB 1000 BB 5000 MBB 1000 MBB 5000

18.48± 0.23 11.76± 0.09 13.32± 0.11 10.43 ± 0.05

Checkers: BB 500 BB 2000 MBB 500 MBB 2000

12.45± 0.94 3.80 ± 0.33 30.32± 1.85 22.83± 1.49

Table 2: The classification error and standard deviation in percentage for the Bump
Boost and Multi Bump Boost algorithms trained with the GPU implementation.

On the MNIST data set, both perform similarly, but the better classifi-
cation rate of Multi Bump Boost is payed with an increased training time:
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Figure 13: Plot on how the run times of Bump Boost and Multi Bump Boost are
related to the test error.

As the table and the plot illustrate, Multi Bump Boost is able to learn
better with less iterations, except for Checkers. As result, the final prediction
function takes less time to complete, which can be an advantage.
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Equally Functional Implementations
The sole aim of table 3 is to show that all Bump Boost implementations
work equally well. Due to its increased training time, Multi Bump Boost
was only tested on the Splice data with all implementations. All performed
equally well. Where this results can be found is noted in appendix B.

BB Impl. Splice MNIST Forest Checkers

Default 23.66± 1.19 0.27± 0.02 11.81± 0.12 12.45± 0.91

Java 22.86± 1.49 0.28± 0.02 12.46± 0.91

GPU 23.72± 0.20 0.28± 0.02 11.76± 0.09 12.45± 0.94

1x1 23.15± 0.60 0.28± 0.03 11.85± 0.09 12.49± 1.17

1x2 22.40± 0.86 0.27± 0.03 11.85± 0.06 12.39± 1.21

1x3 23.07± 0.96 0.29± 0.02 11.91± 0.10 12.55± 1.13

1x4 22.65± 0.50 0.26± 0.02 11.88± 0.11 12.60± 1.07

1x5 22.71± 0.90 0.29± 0.02 11.86± 0.07 12.18± 0.96

1x6 22.62± 1.10 0.26± 0.02 11.85± 0.13 12.62± 1.12

2x1 22.99± 0.96 0.27± 0.02 11.74± 0.09 12.57± 1.20

3x1 23.55± 1.35 0.28± 0.04 11.78± 0.07 12.32± 1.10

4x1 23.23± 0.93 0.28± 0.02 11.71± 0.12 12.33± 1.32

4x2 23.82± 0.98 0.27± 0.03 11.70± 0.09 12.68± 1.07

4x3 23.60± 1.43 0.27± 0.02 11.67± 0.07 12.61± 1.41

4x4 23.55± 1.37 0.27± 0.02 11.72± 0.08 12.57± 0.99

4x5 23.25± 1.44 0.27± 0.02 11.69± 0.07 12.41± 1.28

4x6 23.43± 0.66 0.28± 0.02 11.78± 0.09 12.47± 1.08

Table 3: Classification error in percentage for the different Bump Boost implemen-
tations. For the Splice data set each implementation made 100, for MNIST 1000,
for Forest 5000, and for Checkers 500 iterations. The java implementation could
not be tested successfully with the forest cover data set, due to memory errors.

Java versus Numpy
We re-implemented the algorithm using Numpy. The original code of [BK]
was written in Java. The main difference is, that we use 32-Bit floating
point numbers, while with Java 64-Bit were used. As shown in the table
above, the lack of precision does not influence the training or the prediction
accuracy. More, the next plot shows how Numpy outperforms Java with
increasing iterations. To the best of our knowledge, this is caused by the
differing data types.
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Figure 14: How the training times of the Java and Numpy implementation differ.

10.2.2 Bump Boost versus Competitors

Now we compare Bump Boost and Multi Bump Boost against the chosen
competitors. In the first paragraph the classification results are examined,
while in the second we show the efficiency of Bump Boost compared to the
SVM solvers. The scaling of Spark MLlib is discussed in this chapter later
on.

Classification Error
The next table reveals that Bump Boost and Multi Bump Boost are able
to achieve similar classification rates as the state-of-the-art SVMs. As ex-
pected, the models on Spark, i.e. linear SVM and logistic regression, give
bad results. The mantra that with a lot of data also simple solvers can do
well, does not seem to be valid. For example on the Checkers data set, the
algorithms were trained with up to 900.000 samples without an improvement
on the classification error.

As stated, Bump Boost is able to reach the performance of current state-
of-the-art SVM solvers. In the next paragraph, we will see that Bump Boost
is able to reach them in a fraction of time without parallelization and using
more data samples.
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Splice: BB 100 MBB 100 LaSvm LIBSVM Lin. SVM Log. Reg.

23.72± 0.20 4.54 ± 0.88 9.79 ± 0.00 10.58± 0.00 15.72± 0.00 15.86± 1.32

MNIST: BB 1000 MBB 1000 LaSvm LIBSVM Lin. SVM Log. Reg.

0.28± 0.02 0.20 ± 0.03 0.23 ± 0.02 0.28± 0.03 1.01± 0.12 1.31± 0.16

Forest: BB 5000 MBB 5000 LaSvm LIBSVM Lin. SVM Log. Reg.

11.76± 0.09 10.43 ± 0.05 15.33± 0.29 14.91 ± 0.17 36.38± 0.00 36.38± 0.00

Checkers: BB 2000 MBB 2000 LaSvm LIBSVM Lin. SVM Log. Reg.

3.80 ± 0.33 22.83± 1.49 4.79± 0.28 4.15 ± 0.23 47.34± 1.74 47.58± 1.76

Table 4: The classification error and standard deviation in percentage for the Bump
Boost algorithms and competitors.

Efficiency
Especially for a data set like forest cover, where much data is needed for a
good classification rate, Bump Boost performs well. This is because Bump
Boost is able to train on all the data within the timeout limit of 1 hour. The
SVM solvers could only handle 10.0000 samples on the MNIST, forest cover,
and Checkers data set. For example on the Checkers data set, Bump Boost
with 2000 iterations needed 33 seconds for 10.000 data points, achieving
the same prediction error. LaSVM needed 1533 seconds and LIBSVM 1121
seconds. For the next larger set with 30.000 elements, the first run of LaSVM
took nearly 5 hours. Bump Boost with 2000 iterations trained in 93 seconds.
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Figure 15: The training time/test error relation of the default Bump Boost imple-
mentation compared to the SVM solvers on the forest cover data set.
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In the figure 15 above we can see this well. Bump Boost with 5000
iterations reaches the same prediction error more than ten times faster as
the SVM solvers. Moreover, Bump Boost handles the 200.000 data samples
sets at the same time as the SVM solvers handles the 10.000 samples (The
largest forest cover data sets are of size 200.000 and 400.000).

10.2.3 Scaling

We begin with a description of the scaling behavior on the smaller forest
cover data set and passing on the synthetic data set Checkers with up to 10
million data points.
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Forest
In section 3.2.2, we already mentioned the slowdown characteristic, i.e. due
to the overhead, more parallel instances perform worse than their sequential
counter part. Figure 16 shows this phenomena well. The parallelized ver-
sions of Bump Boost need around 20.000 data points to catch up with the
default implementation. This overhead relation is even better visible, when
considering the version with one “parallel” instance. The only difference to
the default one is, that invocations for usually parallelized operations are
issued over the network. In this case, up to 50.000 data samples are needed
until the overhead is nearly negligible.

Another noteworthy insight of this plot is the better speedup, if the
parallel instances execute on different hosts rather than on one. This is not
as distinct in case of the Checkers data set, presented in the next paragraph.
The main difference between these data sets is the higher dimensionality of
the forest cover set, thus we suspect cache congestion as cause.
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Figure 16: The speedup with increasing data set sizes of various Bump Boost im-
plementations on the forest data set.

Checkers
Bump Boost already showed a good parallelization degree with the forest
cover data set. But as we noticed, the more data the better Bump Boost
scales. This can be seen in the following plots.
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Given the same Bump Boost implementations, the next plot shows a
similar speedup development with similar data set sizes as for the forest
cover data set. With more data, f.e. 10 million samples, 4 instances nearly
reach a perfect speedup. Some implementations have a speedup above the
theoretical limit given this data set size. The difference is quite small and we
do not suspect Bump Boost to scale even better than theoretically justified.
On the contrary, we assume that some basic system service such as HDFS
has biased the measurement of the default Bump Boost version increasing
the speedup of the other versions.
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Figure 17: The speedup with increasing data set sizes of various Bump Boost im-
plementations on the Checkers data set.

On the forest cover data set, we already mentioned the worse speedup on
a single machine. Here again, we suspect cache congestion and the system
overload throttling our parallelized versions. The reason for this suspect
is, that on a single machine 5 and 6 instances are not able to scale nearly
perfectly, in distributed manner up to 12 instances are able, as shown in the
next plot.

The speedup of implementations with even more instances seems to not
saturate yet. Therefore, we assume Bump Boost to scale even better with
even more data.

A special case is the GPU implementation. It does not impose network
overhead, thus catches up faster with the default implementation, and it
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scales fast. Nor does the speedup seem to saturate, even though it is already
faster than the theoretically justified speedup 24 of our cluster with 24 cores.
The main restriction of GPUs is the limited main memory compared to
computers, but nowadays computers with several GPUs are already available
and there is no theoretical or practical barrier to parallelize Bump Boost with
several GPUs. In this case we expect a much higher speedup.
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Figure 18: The speedup with increasing data set sizes of all Bump Boost implemen-
tations, except Spark, on the Checkers data set.

Amdahl’s law and Gustafson-Barsis’s law

Now we would like to revise the scaling theory (see 3.2.1). As we stated
in 4.3.3, Bump Boost scales better the more data is trained on, as the parallel
fraction of the algorithm increases. In figure 19, we can see this phenomenon.
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More, the scaling of Bump Boost seems much better represented by
the law of Amdahl’s, as by the law of Gustafson-Barsis’s, because we can
notice a decay of the speedup the more instances are used. Comparing the
curves of Bump Boost trained with 10 million samples and Amdahl’s with
a parallel fraction of 99%, let us assume that Bump Boost has a very high
parallelization fraction with this data size, i.e. higher than 99%.
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Figure 19: The speedup of Bump Boost with increasing parallel instances on
the Checkers data set. “Amd. law” and “GB law” stand for Amdahl’s law and
Gustafson-Barsis’s law. The number after “BB” states on how much data the Bump
Boost instances have trained.

10.2.4 Spark

Until now, we excluded the Spark programs from our results. This was due
to their either bad classification or training time performance. Hence, the
emphasis of this paragraph is on Spark. First we give a look on the training
time of the Bump Boost implementation and then we show the performance
of MLlib.

Bump Boost Scaling
Due to its bad training times the Bump Boost Spark implementation was
not mentioned up until. The following plot shows, that also on Spark Bump
Boost scales linearly, but its factor is much worse than of our default imple-
mentation. We suspect the missing support for ordered sets and the need
of joins for most linear algebra operations as main cause for this behavior.
The initial setup overhead is shown by the training time with small sample
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sets. Again it is larger than the one of the default implementation. This is
caused by the Spark framework.

Apache Spark was created to handle very large amounts of data. In our
settings, data sizes do not exceed the size of some Gigabyte in LIBSVM-
format. But even if Bump Boost scales on Spark linearly, the efficiency is so
bad that we where not able to test them in appropriate time. A larger cluster
might increase the performance of this Spark application, but according to
us, given the small data sizes, this would not be appropriate.
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Figure 20: The training time with increasing data set sizes of Bump Boost on Spark
compared to SVM Solvers and Bump Boost on Numpy.

MLlib Scaling
In table 4, we already saw that the MLlib algorithms have a high classifi-
cation error, i.e. on complex data sets they do not learn anything. While
SVMs do not scale and thus can not take advantage of all the data, this is
not the case for MLlib, which does scale well, as shown in the next plot.
But the programming model of Spark makes it hard to implement machine
learning algorithm. The result is that only simple models are available and,
f.e., the SVM implementation does use stochastic gradient descent instead
of an established algorithms as SMO.
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Figure 21: The training time on increasing data set sizes of Spark MLlib compared
to SVM Solvers and Bump Boost on Numpy and Spark.

The next plot shows clearly that the idea, more data, better performance,
does not hold for complicated data sets, if the model is too simple.

102 103 104 105 106

Data Set Size in Samples

0

10

20

30

40

50

60

Te
st

E
rr

or
in

%

Checkers: Test Error Vs. Data Set Size

BB 100 it., Spark
BB 1500 it., Numpy
BB 2000 it., Numpy
BB 500 it., Numpy

MLlib, Log. Reg.
MLlib, lin. SVM
SVM, LIBSVM
SVM, LaSVM

Figure 22: The classification error on increasing data set sizes of Spark MLlib
compared to SVM Solvers and Bump Boost on Numpy and on Spark.
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11 Conclusion and Perspective

In this thesis, we have shown theoretically and empirically that Bump Boost
and Multi Bump Boost are able to scale nearly perfectly with no loss of
accuracy. Furthermore, we examined the suitability of Big Data frameworks
for our tasks. With a disappointing result. While for Apache Spark the
implementation was rather easy, but the result lacked the efficiency, we were
not able to implement Bump Boost nor Multi Bump Boost using Apache
Flink.

In the following, we summarize the results of this thesis and in the end
we give an outlook to future questions and estimates.

11.1 Conclusion

Reminding the initial objectives of this thesis (see 1.1), we can state that
the first objective was reached to our full satisfaction. Unfortunately, the
second one revealed useful insights, but not the desired results. In more
detail:

Scalability: We were able to extend the Bump Boost and Multi Bump
Boost algorithms with parallel versions. Whereas the sequential algo-
rithms need linear asymptotic run time, the parallel versions theoret-
ically scale logarithmic with the sample count. The parallelized algo-
rithms calculate the exact same results as the sequential one, proven
theoretically and empirically.

We have shown empirically, that Bump Boost is able to handle up to
several millions of data points, and there is no obvious barrier that
Bump Boost should not be able to process even more data in reason-
able time. With increasing data set sizes, Bump Boost scales better
and better. We have shown that with 10 million samples Bump Boost
can reach with up to 12 parallel computing instances perfect speedup.

In addition, we described how Bump Boost is able to scale by using
different instances on a multi core machine as it is able to scale with
instances spread on CPUs across a cluster of computers. Our GPU
implementations showed an especially good speedup with increasing
data, combined with less overhead imposed due to the missing network
communication.

Summarized, Bump Boost is able to scale linearly with increasing data
sizes and Bump Boost is able to scale, given enough data, nearly per-
fectly with increasing computing resources.

Even if the scaling behavior is less favorable for Multi Bump Boost,
due to a larger computing and overhead factor, we cannot name any
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obvious reason why Multi Bump Boost should not scale asymptotically
as well as Bump Boost.

Big Data frameworks: With the best of our knowledge and effort, we
were not able to meet the goals of the second objective. The first
challenge was the missing support for linear algebra operations. We
solved the problem by implementing, inspired by Apache Spark MLlib,
the needed operations.

On Apache Spark we implemented Bump Boost and Multi Bump
Boost. Unfortunately, even if we showed empirically that the training
time scales linearly with increased data sizes, the linear factor is so big
that a practical use of the solution is not justified. According to us
the biggest problem lies in the nature of the framework, i.e. the not
ordered data sets impose lots of unnecessary join operations, resulting
in too much overhead.

In contrast, we were not able to implement Bump Boost or Multi
Bump Boost on Apache Flink. After long and tedious workarounds,
we could not finish the program due to missing nested loop support,
which is necessary to process Bump Boost and Multi Bump Boost. A
detailed justification is given in 7.4.2. In the next sub chapter, solution
proposals are given.

11.2 Perspective

For Bump Boost and Multi Bump Boost we name three interesting questions,
worth further investigation:

New Kernels: In this thesis we only used Bump Boost and Multi Bump
Boost with a Gaussian kernel. A lot of large data sets are encoded
with text. An interesting question is, if it is possible to also achieve
good classification performance with structured kernels like they exist
for SVMs [Gär03] and if Bump Boost and Multi Bump Boost are able
to be competitive to the state-of-the-art solutions.

Other data sets: Related to the first question, to further examine how the
local kernel approach of Bump Boost and Multi Bump Boost perform
on other data sets. Especially, is there a type of data which is well
suited for this approach?

Multi Bump Boost and the Checkers data set: Due to time reasons,
we were not able to find the actual cause for the bad performance of
Multi Bump Boost on the Checkers data sets. All the instances of cost
function we have seen were of convex nature and therefore well suited
for gradient descent. This behavior is still an open question.
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Regarding our second objective, we have several solution proposals. While
Apache Spark is only concerned with the first, all of them are valid for
Apache Flink (see 7.4.2 for examples and a better understanding.):

Linear Algebra:

� A matrix or vector class, i.e. a data set of vectors, which abstracts
efficiently the most important mathematical functions, would be
a great enhancement. We created our own one, which seemed
rather inefficient. According to us, this is mainly the cause of
the unordered data sets. In linear algebra, strict ordering is com-
mon and numbers are a less flexible data type than strings. Two
characteristics that the underlying system can take advantage of.
We expect a great impact on the efficiency of the frameworks for
machine learning tasks given such a feature.

Loops:

� Iterations on several “working” sets, i.e. no need to join all the
variables in one set in order to do a loop.

� In the end, we were not able to implement Bump Boost or Multi
Bump Boost on Flink due to the missing nested (rolled out) iter-
ations support. In order to successfully implement a wide range
of algorithms, such a feature is essential.

� The realization of the above proposal, i.e. nested iterations, can
be challenging in models such as the data flow model of Flink,
thus we propose a more realistic feature. An outer looping mech-
anism could be established, i.e. being able to restart an applica-
tion without resubmitting it to the cluster or reloading the needed
data sets.

Flexibility:

� In 7.4.2 we have shown the tediousness of Flink application. Es-
pecially the mantra that everything is a data set can be a problem
when only variables are treated. Therefore a notion of distributed
variables is needed. Besides the easier coding syntax and seman-
tic, Flink would have less problems with the increased number
of nodes as it could save the needless optimization attempts for
data sets with one sample.

� For now, the structure of Flink data flows is static. It would be
a neat feature, if it would be possible to control the data flow
structure itself and not just the content of the data flows.
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For the future, Bump Boost and Multi Bump Boost can be a serious
alternatives for tasks where, f.e., state-of-the art SVM solvers are not able
to cope with the amount of data. Especially in such Big Data cases, Bump
Boost and Multi Bump Boost benefit from their characteristic to scale the
better the more data is processed. In addition, Bump Boost and Multi
Bump Boost are out-of-the-box able to also do regression. As mentioned
above, a text-enabled kernel could expand the application range, as lots of
Big Data is text-based.

Big Data frameworks such as Apache Spark and Apache Flink come out
of the data base field and for machine learning application they still impose
serious challenges. According to us, the biggest impact is the set semantic,
i.e. all data sets are unordered, which results in reduced application range
and for linear algebra tasks, where lots of information is available on the
data structures and operations, all this knowledge is ignored. We claim those
frameworks need specialized implementations to cope with this problem and
to be more attractive for mathematical and machine learning tasks.
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In this section, the two used computing systems are described.

A.1 GPU-Server

The computer for GPU-enabled implementation is composed of:
Component: Short Long Description:

Mainboard: MSI 970A-G43, AMD Sockel AM3+, ATX, DDR3
CPU: 6x3.5 GHz AMD64 AMD FX-6300 Processor
GPU: 980 MHz, 2GB RAM GeForce GTX 660, GK106, 2 GB DDR5
RAM: 8 GB 2 x 4GB DDR3 G.Skill RipJaws PC3-12800U CL9
Harddrive: 1 TB Toshiba DT01ACA Series 1TB, SATA
Network: Not used.

A.2 Cluster

The cluster is composed of 4 machines with the following configuration:
Component: Short Long Description:

Mainboard: Dell PowerEdge M605
CPU: 6x2.2 GHz AMD64 AMD Opteron Processor 2427
GPU: Not used.
RAM: 16 GB 16 GB DDR3
Harddrive: 500 GB 2xSATA RAID 0
Network: Gigabit Eth. Broadcom Corporation NetXtreme II BCM5708S
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B Digital Content

B Digital Content

This thesis includes an enclosed DVD. On it there are two directories.
All the code created for this thesis is stored in the directory named

“repo”. After specifying various key directories, the makefile can be used to
setup an environment for testing the code or to create the various data sets
used. The main code is placed in the directory “python”, while the Apache
Spark and Flink code is save in the directories “spark” and “flink”.

Due to the rapidly changing world wide web we saved each cited web
page. These saves can be found in “/repo/master/docs/web archive”.

The second, named “experiments”, contains a series of archive files con-
taining the results of all experiments made. One can simply extract them
and by using the “Experiment” class of the python code deserialize them.

For more details, please refer to the DVD and the source code.
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C Copy of Bump Boost Paper

C Copy of Bump Boost Paper

The following nine pages are the original Bump Boost [BK] paper written
by Mikio Braun and Nicole Krämer. It was never published, therefore we
provide a copy with their consent.
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BumpBoost – Fast and Large-Scale Learning
for Non-Linear Kernels

Anonymous Author(s)
Affiliation
Address
email

Abstract

We introduce BumpBoost, an iterative kernel based learning method that scales
multi-linearly in the number of observations, dimensions and iterations. Bump-
Boost (a) iteratively minimizes a quadratic loss using the gradient descent view of
Boosting, (b) fits single kernel bumps in each iteration step and (c) locally adapts
the kernel parameters for each bump. This results in a fast and large-scale algo-
rithm where model selection is already included. Together with the local adap-
tivity of kernel parameters, this feature distinguishes BumpBoost from state-of-
the art large-scale solvers, which efficiently approximate the objective function,
but rely on time-consuming cross-validation for model selection. We show on
various benchmark data that BumpBoost outperforms other large-scale learning
algorithms in terms of prediction accuracy versus training time.

1 Large Scale Learning Revisited

Large scale supervised learning has mostly been the domain of fast solvers to the support vector
machine (SVM) problem. Over time, many specialized solvers for the SVM optimization prob-
lem have been invented, among the most popular are SVMlight [1], LIBSVM [2], and LASVM [3].
Many algorithms have also been proposed to treat the case of linear SVMs (that is, with a linear
kernel), including SVMperf [4] (which also provides many other interesting features like optimizing
complex performance criteria), or LIBOCAS [5]. In particular for the case of linear SVMs, stochas-
tic gradient methods have proven to be very efficient, including Vowpal Wabbit [6] and the SGD
implementations by L. Bottou [7].

Clearly, all state-of-the-art solvers depend on some model parameters (e.g. the regularization con-
stant C for SVMs) which need to be selected, say via cross-validation. The problem of model
selection and the computational overhead associated with it becomes more severe for non-linear
kernels than for their linear counterparts, as these introduce at least one more additional parameter.
For example, for the Gaussian kernel, we need to select the regularization constant C as well as the
kernel width γ appropriately. Even if we are very frugal and only choose five different candidates
for C and γ and restrict ourselves to five-fold cross-validation this means that we need to train 125
SVMs for model selection. In other words: Even when learning on a data set takes 1 second, we
will have to wait for more than two minutes for the model selection.

While research initially focussed on finding faster algorithm for the original optimization problem,
there has lately been some argument whether finding the exact global solution of the learning prob-
lem is really necessary in order to learn well. This discussion has also been active in the neural
network field [8]. In the Pascal Large Scale Challenge [9], many submissions relied on only one
iteration step of a general optimization method—and still performed competitively. Still, to our
knowledge, it is not yet resolved how to extend these ideas to non-linear learning (that is, learning
with a non-linear kernel) and how to make model selection efficient.
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To overcome these challenges, we propose BumpBoost, an iterative learning method that (a) ap-
proximately minimizes a quadratic loss using gradient descent, (b) fits single kernel bumps in each
iteration step, and (c) can also deal with multi-scale information by locally adapting the kernel pa-
rameters.

How BumpBoost Works and How it Differs from Existing Large Scale Approaches

We consider a supervised learning problem with n observations (Xi, Yi) ∈ Rd × Y , where Y =
{±1} (classification) or Y = R (regression).

BumpBoost differs from existing large scale approaches in a number of ways.

Local kernel parameters. BumpBoost iteratively learns a kernel function of the form

f(x) =
n∑

i=1

αikwi(Xi, x)

which differs from the function e.g. learned by an SVM in that each point can have its own kernel
parameter. As we discuss below, this step allows to locally adapt kernels and to obtain faster learning
rates. This is demonstrated on the bumps data set by Donoho and Johnstone [10] in Section 3.3.
Furthermore, it is also possible to use multi-scale information by optimizing multivariate kernel
parameters (see Section 3.4 for an evaluation on the splice data set [11]). Also note that in general,
the expansion is sparse: Since one kernel function is added in each iteration step, the number of non-
zero kernel coefficients αi is as large as the number m of iterations. As a result, the computational
demands for prediction are of similar magnitude than those for SVMs, and in particular much smaller
than those of memory based methods like k-nearest-neighbor classification.

Loss function. Similar to other approaches, BumpBoost does not attempt to find the exact minimum
of a regularized cost function. Instead it approximately minimizes the squared error via `2-Boosting
[12], that is by iteratively fitting residuals. The generic `2-Boosting algorithm is displayed in Algo-
rithm 1. For BumpBoost, the weak learner is a single kernel bump. Its center is chosen by random,

Algorithm 1 `2-Boosting [12]
1: Initialize residuals r ← Y , iteration counter m← 1, learned function f(x)← 0.
2: for i = 1, . . . ,m do
3: Learn a weak learner hm which fits (X1, r1), . . . , (Xn, rn).
4: Add hm to learned function: f ← f + hm.
5: Update the residuals: ri ← ri − hm(Xi) for 1 ≤ i ≤ n.
6: end for

with the probability proportional to the size of the residual. This heuristic does not fit all kinds of
kernels, but is specialized to “bump-like” kernels like the Gaussian kernel or the rational quadratic
kernel which have a maximum when the two points coincide. The kernel widths is chosen such that
it minimizes the squared error to the residuals. (See Section 2 for more details.) Now, unlike exist-
ing iterative methods like stochastic gradient descent or sequential minimal optimization, a single
iteration takes into account the whole data set. In other words, a single BumpBoost iteration adjusts
one weight based on all training examples, whereas methods like stochastic gradient descent adjust
all weights based on one training example.

Model selection. BumpBoost already includes model selection, as it automatically adapts the kernel
parameters in each iteration locally. If the kernel has only one parameter (like the widths of a Gaus-
sian kernel), BumpBoost selects the parameter from a list of candidates. If the kernel has more than
one parameter (as, for example, a Gaussian with individual kernel widths), the parameter values are
optimized by gradient descent for each point. Unlike existing approaches which boost single kernel
bumps (for example, [13]), we put more effort on optimizing the kernel parameters than placing the
kernels well. In summary, BumpBoost performs model selection where it is computationally cheap,
instead of adding it as an afterthought to the learning process. We emphasize that the number m
of iterations is not a regularization parameter. In all our experiments, we find that the test error
decreases with the number of iterations (see also Section 3.1). So, the number m of iterations rather
controls the time-budget that we have for learning.
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Run-time. BumpBoost’s run time and memory requirements are linear in all parameters: The size of
the data set n, the number of iterationsm, the number of kernel parameters k, and the dimensionality
of the space d. Since k and d are fixed for a data set, we get an algorithm which is linear in m and n.
Empirically, it seems that m should also increase with n such that BumpBoost can make better use
of more data, but this dependency is definitely sub-linear, such that the overall BumpBoost algorithm
is sub-quadratic in n. In practice, in particular due to the included model selection, BumpBoost is
very fast and outperforms existing SVM solvers in terms of achievable test error given a training
time constrain (see Sections 3.2 for a an experimental comparison). Finally, one can always add
further iterations to an already learned BumpBoost model. This means that one can further refine a
model if necessary, or inspect an intermediate solution without penalty.

2 The BumpBoost Algorithms

While the outline of the BumpBoost algorithm is given in the last section, the remaining question
is how to fit a single kernel function efficiently. This amounts to selecting a base point xc, selecting
appropriate kernel parameters and then computing the weight α.

For selecting the kernel parameters we propose two alternatives. If the kernel has only one pa-
rameter, we simply test all candidates and use the one minimizing the squared error (this variant
will simply be called “BumpBoost”). If there exist more than one real-valued parameter, we use a
modified version of Rprop [14] to optimize again the squared error (“MultiBumpBoost”).

Here, we specify how to perform Step 3 in the above Algorithm 1.

Algorithm 2 Step 3: Learning a single kernel function
1: Choose a base point xc using probability distribution (1).
2: Select kernel parameters using one of the following approaches:

(i) If there are finitely many candidates, compute criterion C (2) for each candidate and
select the maximum.

(ii) If the kernel has finitely many real valued parameters, optimize the parameters using
Rprop. For an example of the gradient, see Proposition 1.

3: Set the weight α as in (2) for the selected kernel parameters.

Choosing the base point We draw an index c at random from {1, . . . , n} with probability

p(i) =
r2i∑n
j=1 r

2
j

, (1)

that is proportional to the squared residual at that point.

Choosing the weight If we know the base point and the kernel parameterw, then we can easily com-
pute the weight α such that the squared error is minimized. The solution is given by the projection
of the vector of residuals r to kw = (kw(xc, X1), . . . , kw(xc, Xn)):

α̂ = argmin
α
‖r − αkw‖2 =

k>wr
k>wkw

(2)

Choosing the kernel parameter, finite version (BumpBoost) If we have a finite candidate set for
w, we select the best kernel simply by minimizing the squared error. Since one kernel function has
very limited complexity, this choice hardly leads to overfitting.

Note that we can further simplify the criterion as follows.

‖r − r̂w‖2 = ‖r‖2 − 2〈r, kwk
>
wr

k>wkw
〉+

∥∥∥∥
kwk

>
wr

k>wkw

∥∥∥∥
2

= ‖r‖2 − 2
(k>wkw)

2

k>wkw
+

(k>wr)
2k>wkw

(k>wkw)2
= ‖r‖2 − (k>wr)

2

k>wkw
=: ‖r‖2 − C(w). (3)
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Since ‖r‖2 does not change, we can simple maximize C(w) = (k>wr)
2/k>wkw to select the kernel.

Choosing the kernel parameters, finite dimensional version (MultiBumpBoost) Now we assume
that the kernel has parameters w ∈ Rp. Since the criterion (2) is in general not convex, we resort to
Rprop [14] in order to optimize the criterion. Rprop is a gradient method which adapts its own step
sizes per dimension based on sign changes in the gradient. If the sign is the same as in the previous
iteration, the step size is increased by a factor, while the step size is halved if the sign has changed.
We modify this Rprop algorithm by adding box constraints which are enforced strictly after each
iteration.

We now discuss BumpBoost for a Gaussian kernel with individual weights per dimension. Note that
the weight has to be positive and is more naturally expressed on an exponential scale: A change
from 10−2 to 10−1 is similar to a change from 101 to 102. Therefore, we re-parameterize the kernel
as follows:

kτ (x, y) = exp


−

d∑

j=1

10−τj (xj − yj)2

 . (4)

Next, we have to compute the derivative of the criterion (2) with respect to τ .

Proposition 1 The gradient of the criterion C(τ) = (kτ
>r)2/kτ

>kτ for the kernel (4) with respect
to the kernel parameter vector τ is given by

∂C(τ)
∂τ

=
∂C(τ)
∂kτ

∂kτ
∂τ

=
2kτ
>r

kτ
>kτ

(r − πkτ r)
[
kτ (xi, µ)(xij − µj)210−τj (ln 10)

]n,d
i=1,j=1

(5)

where πxy is the orthogonal projection of y on x.

Proof The gradient of C(τ) with respect to kτ is [15]

∂

∂τ

(kτ
>r)2

kτ
>kτ

=
2(kτ

>r)rkτ
>kτ − 2(kτ

>r)2kτ
(kτ
>kτ )2

=
2(kτ

>r)

kτ
>kτ

[
r − kτkτ

>r

kτ
>kτ

]
=

2(kτ
>r)

kτ
>kτ

(r − πkτ r).

Furthermore, the derivative ∂kτ/∂τ is straightforward to compute, and the chain rule yields the
desired result. �
Note that C(τ) is the composition of the mapping kernel parameter vector τ to the kernel vector kτ ,
and mapping kτ to the criterion score (kτ

>r)2/kτ
>kτ . Therefore, by the chain rule, the derivative

requires one multiplication between a n × d matrix and a vector of length n. Also note that the
second gradient is independent of the kernel, so only the gradient of the kernel vector by the kernel
parameters needs to be computed for other kinds of kernels.

A few words on the implementation In order to speed up the algorithm, it is imperative to cache
kernel evaluations as much as possible. If using a Gaussian kernel (with the same width for all
dimensions), all squared distances between the base point xc and the data points should be evalu-
ated only once for each choice of xc, and then reused to compute the Gaussian kernels for different
widths. Likewise, for individual kernel widths, the matrix with entries (xij − µj)2 should be com-
puted only once and then used both for the evaluation of the gradient and the kernel function.

Different stopping options exist for the Rprop algorithm, which can also have a huge impact on the
overall run-time of the kernel widths selection. However, we have found that iterating for more than
30 to 100 steps does not significantly improve the results. In this paper we set the number RProp
iterations to 50.
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Name Subset No. Features Training Test URL
mnist [16] 1 vs. rest 784 60000 10000 http://bit.ly/mnist
forest-cover 1 vs. rest 54 581012 — http://bit.ly/forestcover
ida [17] flare-solar 9 666 400 http://bit.ly/ida-benchmark

image 18 1300 1010
splice 60 1000 2175

donoho [10] bumps 1 2048 — http://bit.ly/ftnonpar

Table 1: Overview of Benchmark Data Sets.

Method ida checkers forest-cover mnist donoho-bumps
SVM (γ, C) -3..1, 0..2 0..4, -2..2 -3..1, 0..2 -10..-5, -2..2 —
BumpBoost (w) -1..3 -4..0 -2..2 5..10 -6..1
MultiBumpBoost (w) -1..3 — — — —
KRR (w, C) -1..3, -6..2 — — — —

Table 2: Parameter choices for the different algorithms. Given are the exponents to basis 10
(i.e. −1..3 means 10−1..103). For SVM type algorithms (LIBSVM [2], SVMlight [1], lasvm [3]),
5 candidate were chosen with logarithmic spacing, for BumpBoost 20. For MultiBumpBoost, the
ranges are the box constraint passed to Rprop.

3 Experiments

In the following, we illustrate the convergence behavior of BumpBoost, compare it to state-of-the-art
SVM algorithms on large scale data sets, and finally discuss how local kernel parameter adaptation
and individual weights for each dimension can lead to improved prediction accuracy. The used data
sets and parameters are summarized in Tables 1 and 2. Unless we mention it explicitly, we use
BumpBoost with a one-dimensional kernel parameter.

3.1 Convergence of BumpBoost on different data sizes
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The figure on the right shows the decrease of the mean
squared error on a test set for BumpBoost with 1000 iter-
ations and a Gaussian kernel on subsamples of the mnist
data set, task “1 against the rest”. The increase of train-
ing time is quite moderate and the test error decreases as
more and more data becomes available.

As we discuss in more detail below, it is precisely this
combination of being able to deal with large data sizes
which enables BumpBoost to deliver better prediction ac-
curacy with less training time.

3.2 Comparison of Test Error vs. Training Time on Large Scale Data Sets

We now compare BumpBoost against the SVM implementations LIBSVM [2], SVMlight [1], and
lasvm [3] using a Gaussian kernel. The kernel weight (specified by γ in exp(−γ‖x − y‖2)) is
chosen together with the regularization constant C from 5 candidate values each using 5-fold cross-
validation, resulting in 125 training runs to perform model selection plus an additional training run
using the found parameters. We use the implementations provided by the respective authors of the
methods. For LIBSVM, we use the Java version with an additional modification which restricts the
number of iterations to 10000. The cache size is set to 128MB for all methods.

While this setup increases the run times of SVM by more than two orders of magnitude, we consider
the comparison fair nonetheless since BumpBoost also already includes model selection. Choosing
only 5 candidate values is also the least one would practically consider. Of course, in practice, one
will likely resort to other heuristics in order to improve run time, for example by performing model
selection on a subsample only. However, such heuristics are also thinkable for BumpBoost, therefore
performing model selection on the whole data set gives a fair comparison between the methods.
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BumpBoost1000 BumpBoost5000 lasvm LIBSVM
training time in seconds

1000 3.29± 0.19 16.27± 0.60 83.75± 2.96 80.62± 2.15
5000 16.35± 0.57 84.15± 2.37 1004.49± 133.19 3083.52± 337.84

10000 33.23± 0.21 185.46± 9.69 5845.37± 550.01 8400.09± 104.99
50000 191.34± 6.57 965.86± 28.19 217174.08± 10602.73 167487.60± 21217.73

100000 384.69± 10.33 2292.59± 122.03 — —
test error in percent

1000 29.98± 1.14 30.46± 1.80 27.86± 1.44 25.50± 2.04
5000 24.79± 0.40 22.26± 0.67 20.43± 0.51 20.04± 0.55

10000 24.06± 0.49 20.15± 0.54 18.14± 0.40 16.78± 0.43
50000 22.87± 0.42 17.50± 0.21 (13.51± 0.47) (17.94± 4.65)

100000 22.79± 0.24 16.93± 0.12 — —

Table 3: Results for the forest-cover data set. Shown are results over 10 random subsamples from
the full forest cover data set. Results for 50,000 points for lasvm and LIBSVM are based on only 2
resamples.

BumpBoost100 MultiBumpBoost100 KRR LIBSVM
training time in seconds

flare-solar 0.22± 0.02 1.15± 0.05 4.91± 0.04 9.42± 0.30
image 0.48± 0.02 2.73± 0.08 31.62± 0.20 48.12± 2.44
splice 0.51± 0.01 7.65± 0.27 38.84± 3.68 105.91± 12.15

test error in percent
flare-solar 35.87± 1.84 35.89± 1.84 34.08± 1.71 32.83± 2.18

image 7.29± 1.15 2.19± 0.58 2.70± 0.52 3.57± 0.72
splice 23.22± 1.49 4.73± 0.54 11.15± 0.67 11.15± 0.60

Table 4: Results for the ida data sets.

BumpBoost100 BumpBoost1000 SVMlight lasvm
training time in seconds

1-1000 1.89± 0.11 17.30± 1.53 381.96± 12.01 273.92± 39.09
1-5000 8.30± 0.14 82.56± 3.10 1447.77± 49.54 1675.80± 58.79

1-20000 34.77± 0.33 354.11± 21.02 — (>50000)
1-50000 96.12± 8.52 908.56± 28.17 — —

test error in percent
1-1000 1.24± 0.19 1.04± 0.18 0.62± 0.11 0.51± 0.08
1-5000 0.85± 0.16 0.54± 0.04 0.32± 0.02 0.27± 0.03

1-20000 0.76± 0.12 0.41± 0.04 — 0.20± NaN
1-50000 0.71± 0.11 0.38± 0.04 — —

Table 5: Results for the mnist data set, “1” against the rest.
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Figure 1: Training time versus test error for the forest-cover and the checkers data set.
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This setup also reflects the fact that, in practice, model selection for SVM can actually be quite
demanding computationally. Certain choices of parameters can lead to a very slowly converging
solution (for example, large kernel width and only little regularization).

In the forest-cover data set, the task is to distinguish different tree types based on a number of
parameters. We consider the task of distinguishing class 1 from the rest similar as in [3]. The data
set consists of more than 500,000 data sets, but we consider random subsamples of up to 100,000
points here (with a test set of the same size). For preprocessing, we scale each feature such that the
values lie between 0 and 1 and remove features which have a constant value on the training set.

Table 3 shows the training times for BumpBoost with 1000 and 5000 iterations and lasvm, and LIB-
SVM. One clearly sees that the SVM methods scale roughly quadratically in the number of training
examples, whereas BumpBoost scales linearly. For the data set with 50,000 points, LIBSVM takes
about 46 hours (again, including model selection), while lasvm takes more than 60 hours. Note that
the results for 50,000 data sets are unreliable as they are based on only 2 resamples (instead of 10 as
the other ones).

The experiments also show that BumpBoost performs slightly inferior if we compare the results
for a given number of training points. However, if we consider the prediction accuracy we can
obtain after a certain amount of training time, we see that BumpBoost5000 trained on 100,000 data
points in about 2300 seconds leads to a test error of 16.93% which is on par with the test error
obtained by training LIBSVM on 10,000 data points, which required more than 8000 seconds for
training. Figure 1(a) plots the training time against the test error and shows clearly that BumpBoost
outperforms the SVMs in terms of prediction accuracy after a given training time.

Next, we compare the methods on the larger data sets from the ida benchmarks (see Table 4). We
also include BumpBoost with a Gaussian kernel with individual weights per input dimension here
(called “MultiBumpBoost”). It is remarkable that MultiBumpBoost leads to much better results on
the image and splice data set. We discuss this finding below in Section 3.4. For these experiments,
we also use kernel ridge regression (KRR) with efficient computation of the leave-one-out error for
the selection of the regularization constant. Although KRR scales cubically with the size of the
training set, for the modest training set sizes it can compete with the SVM if one includes model
selection.

Table 5 shows the results for the “1” against the rest task from the mnist data set. We use no
preprocessing on this data set, and subsample data sets only for training and always using the whole
test set. Again, BumpBoost delivers competitive performance in less training time (about 15 minutes
compared to 28 minutes for lasvm).

One recurring finding was that if we fix the number of data points, BumpBoost performs inferior
to SVMs. It seems that BumpBoost makes less effective use of available data. As we have already
seen, BumpBoost is nevertheless able to deliver better prediction accuracy in less training time if
there is abundant data. We wish to illustrate this point on a toy example. The data set checkers
consist of a 30-by-30 grid with randomly chosen labels per field (see Figure 1(b)). This data set has
Bayes risk zero, but to predict the class memberships well, one has to be able to cope with quite large
data sets in order to see the actual structure. Figure 1(c) plots the test error against the training error
and clearly shows that BumpBoost performs much better in terms of prediction accuracy vs. training
time. The reason is that BumpBoost is able to deal with more data, giving it a statistical advantage
to estimate the class memberships well.

3.3 Advantages of Local Kernel Width Adaption

In BumpBoost, model selection takes place for each individual kernel function placed around a data
point. However, being able to locally adapt the widths can also lead to drastically better predictions.
We consider the bumps data set created by Donoho and Johnstone [10] to discuss local adaptivity of
wavelets. Figure 2(a) shows the resulting fit of BumpBoost with 100 iterations and the parameters
shown in Table 2. Below in black, the logarithms of the kernel widths around each data point
(weighted by the contribution of the kernels to the prediction of at that point) show how BumpBoost
is able to adapt to the spikes in the data, leading to a much smoother fit in between. In comparison,
the SVR fit shown in Figure 2(b) using a kernel width small enough to fit the spikes leads to much
noisier predictions in the areas between the spikes.
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Figure 2: Locally adapting kernel widths leads to better fits. (a) shows the BumpBoost fit and the
average kernel widths at each point. Note that the SVR fit (b) can use only one kernel width, and
also a very small one. The histogram over the log-widths (inset in Figure (a)) clearly shows that the
majority of the data points require a large scale than necessary to fit the spikes well.

3.4 Advantages of Individual Widths per Direction

In Section 3.2, we saw that MultiBumpBoost, the BumpBoost version using a Gaussian kernel with
individual weights per input dimension (see Equation 4) leads to much better results on the splice
data set from the ida benchmark.

In the splice data set, each input point encodes a piece of DNA of size 60 where the location of
interest is centered at position 30. Figure 2(c) plots the logarithms of the widths per input dimensions
kernel for 20 iterations of MultiBumpBoost. We see how BumpBoost focusses on locations on the
DNA close to the position of interest. Biologically, it makes sense that this area is highly relevant
for distinguishing the splice sites (although areas further away from the splice site also important to
some degree, see [18]). Thus, the improved prediction accuracy of MultiBumpBoost results from its
ability to focus on the input variables of interest, effectively removing the other ones from the input.

4 Summary: BumpBoost Outperforms SVMs for Large, Complex Data Sets

The two main contributions of BumpBoost are (a) its ability to solve large-scale problems with
non-linear kernels including model selection and (b) the local adaptivity of kernel parameters using
multi-scale information.

(a) Large Scale BumpBoost works very well on large, complex data sets. On such data sets, it can
take advantage of the fact that its training time is multi-linear in each parameter: number of training
examples, dimensionality of the data set, and number of iterations. BumpBoost can then make better
use of larger data sets and deliver more accurate predictions faster than state-of-the-art SVM solvers.
This turns it to an attractive alternative for large scale applications such as computer visions, where
exponential kernels based on histogram distances have proven to work very well, and where a major
challenge is the size of the data. Note furthermore that a parallel computation of the BumpBoost
training can be achieved. BumpBoost is based on operations like vector addition and evaluation of
rows of the kernel matrix, both of which can be readily computed in a distributed manner.

From a conceptual point of view, BumpBoost addresses the point of learning on a fixed time budget.
Given a fixed amount of time, there is a real statistical advantage in using the largest possible data
set. In fact, BumpBoost consistently delivers equal or even better prediction accuracy in terms of
training time compared to SVMs.

(b) Local Kernel Parameters BumpBoost deals with multi-scale information without inducing ad-
ditional computational overhead, leading to predictions whose smoothness adapts locally. Such
behavior has traditionally been the domain of methods like wavelets. BumpBoost however also ex-
tends naturally to multivariate input data. Similar considerations hold for data with different scales
for individual input variables. In such cases, MultiBumpBoost is able to use finer scales on input
variables which are informative, also leading to significantly better prediction accuracy.
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