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## Foreword

One of the well-springs of mathematical inspiration has been the continuing attempt to formalize human thought. From the syllogisms of the Greeks, through all of logic and probability theory, cognitive models have led to beautiful mathematics and wide ranging application. But mental processes have proven to be more complex than any of the formal theories and the various idealizations have broken off to become separate fields of study and application.

It now appears that the same thing is happening with the recent developments in connectionist and neural computation. Starting in the 1940s and with great acceleration since the 1980s, there has been an effort to model cognition using formalisms based on increasingly sophisticated models of the physiology of neurons. Some branches of this work continue to focus on biological and psychological theory, but as in the past, the formalisms are taking on a mathematical and application life of their own. Several varieties of adaptive networks have proven to be practical in large difficult applied problems and this has led to interest in their mathematical and computational properties.

We are now beginning to see good textbooks for introducing the subject to various student groups. This book by Raúl Rojas is aimed at advanced undergraduates in computer science and mathematics. This is a revised version of his German text which has been quite successful. It is also a valuable selfinstruction source for professionals interested in the relation of neural network ideas to theoretical computer science and articulating disciplines.

The book is divided into eighteen chapters, each designed to be taught in about one week. The first eight chapters follow a progression and the later ones can be covered in a variety of orders. The emphasis throughout is on explicating the computational nature of the structures and processes and relating them to other computational formalisms. Proofs are rigorous, but not overly formal, and there is extensive use of geometric intuition and diagrams. Specific applications are discussed, with the emphasis on computational rather than engineering issues. There is a modest number of exercises at the end of most chapters.

The most widely applied mechanisms involve adapting weights in feedforward networks of uniform differentiable units and these are covered thoroughly. In addition to chapters on the background, fundamentals, and variations on backpropagation techniques, there is treatment of related questions from statistics and computational complexity.

There are also several chapters covering recurrent networks including the general associative net and the models of Hopfield and Kohonen. Stochastic variants are presented and linked to statistical physics and Boltzmann learning. Other chapters (weeks) are dedicated to fuzzy logic, modular neural networks, genetic algorithms, and an overview of computer hardware developed for neural computation. Each of the later chapters is self-contained and should be readable by a student who has mastered the first half of the book.

The most remarkable aspect of neural computation at the present is the speed at which it is maturing and becoming integrated with traditional disciplines. This book is both an indication of this trend and a vehicle for bringing it to a generation of mathematically inclined students.

Jerome Feldman

## Preface

This book arose from my lectures on neural networks at the Free University of Berlin and later at the University of Halle. I started writing a new text out of dissatisfaction with the literature available at the time. Most books on neural networks seemed to be chaotic collections of models and there was no clear unifying theoretical thread connecting them. The results of my efforts were published in German by Springer-Verlag under the title Theorie der neuronalen Netze. I tried in that book to put the accent on a systematic development of neural network theory and to stimulate the intuition of the reader by making use of many figures. Intuitive understanding fosters a more immediate grasp of the objects one studies, which stresses the concrete meaning of their relations. Since then some new books have appeared, which are more systematic and comprehensive than those previously available, but I think that there is still much room for improvement. The German edition has been quite successful and at the time of this writing it has gone through five printings in the space of three years.

However, this book is not a translation. I rewrote the text, added new sections, and deleted some others. The chapter on fast learning algorithms is completely new and some others have been adapted to deal with interesting additional topics. The book has been written for undergraduates, and the only mathematical tools needed are those which are learned during the first two years at university. The book offers enough material for a semester, although I do not normally go through all chapters. It is possible to omit some of them so as to spend more time on others. Some chapters from this book have been used successfully for university courses in Germany, Austria, and the United States.

The various branches of neural networks theory are all interrelated closely and quite often unexpectedly. Even so, because of the great diversity of the material treated, it was necessary to make each chapter more or less selfcontained. There are a few minor repetitions but this renders each chapter understandable and interesting. There is considerable flexibility in the order of presentation for a course. Chapter 1 discusses the biological motivation
of the whole enterprise. Chapters 2, 3, and 4 deal with the basics of threshold logic and should be considered as a unit. Chapter 5 introduces vector quantization and unsupervised learning. Chapter 6 gives a nice geometrical interpretation of perceptron learning. Those interested in stressing current applications of neural networks can skip Chapters 5 and 6 and go directly to the backpropagation algorithm (Chapter 7). I am especially proud of this chapter because it introduces backpropagation with minimal effort, using a graphical approach, yet the result is more general than the usual derivations of the algorithm in other books. I was rather surprised to see that Neural Computation published in 1996 a paper about what is essentially the method contained in my German book of 1993.

Those interested in statistics and complexity theory should review Chapters 9 and 10. Chapter 11 is an intermezzo and clarifies the relation between fuzzy logic and neural networks. Recurrent networks are handled in the three chapters, dealing respectively with associative memories, the Hopfield model, and Boltzmann machines. They should be also considered a unit. The book closes with a review of self-organization and evolutionary methods, followed by a short survey of currently available hardware for neural networks.

We are still struggling with neural network theory, trying to find a more systematic and comprehensive approach. Every chapter should convey to the reader an understanding of one small additional piece of the larger picture. I sometimes compare the current state of the theory with a big puzzle which we are all trying to put together. This explains the small puzzle pieces that the reader will find at the end of each chapter. Enough discussion - Let us start our journey into the fascinating world of artificial neural networks without further delay.

## Errata and electronic information

This book has an Internet home page. Any errors reported by readers, new ideas, and suggested exercises can be downloaded from Berlin, Germany. The WWW link is: http://www.inf.fu-berlin.de/~rojas/neural. The home page offers also some additional useful information about neural networks. You can send your comments by e-mail to rojas@inf.fu-berlin.de.
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"For Reason, in this sense, is nothing but Reckoning (that is, Adding and Subtracting)." Thomas Hobbes, Leviathan.

## The Biological Paradigm

### 1.1 Neural computation

Research in the field of neural networks has been attracting increasing attention in recent years. Since 1943, when Warren McCulloch and Walter Pitts presented the first model of artificial neurons, new and more sophisticated proposals have been made from decade to decade. Mathematical analysis has solved some of the mysteries posed by the new models but has left many questions open for future investigations. Needless to say, the study of neurons, their interconnections, and their role as the brain's elementary building blocks is one of the most dynamic and important research fields in modern biology. We can illustrate the relevance of this endeavor by pointing out that between 1901 and 1991 approximately ten percent of the Nobel Prizes for Physiology and Medicine were awarded to scientists who contributed to the understanding of the brain. It is not an exaggeration to say that we have learned more about the nervous system in the last fifty years than ever before.

In this book we deal with artificial neural networks, and therefore the first question to be clarified is their relation to the biological paradigm. What do we abstract from real neurons for our models? What is the link between neurons and artificial computing units? This chapter gives a preliminary answer to these important questions.

### 1.1.1 Natural and artificial neural networks

Artificial neural networks are an attempt at modeling the information processing capabilities of nervous systems. Thus, first of all, we need to consider the essential properties of biological neural networks from the viewpoint of information processing. This will allow us to design abstract models of artificial neural networks, which can then be simulated and analyzed.

Although the models which have been proposed to explain the structure of the brain and the nervous systems of some animals are different in many
respects, there is a general consensus that the essence of the operation of neural ensembles is "control through communication" [72]. Animal nervous systems are composed of thousands or millions of interconnected cells. Each one of them is a very complex arrangement which deals with incoming signals in many different ways. However, neurons are rather slow when compared to electronic logic gates. These can achieve switching times of a few nanoseconds, whereas neurons need several milliseconds to react to a stimulus. Nevertheless the brain is capable of solving problems which no digital computer can yet efficiently deal with.

Massive and hierarchical networking of the brain seems to be the fundamental precondition for the emergence of consciousness and complex behavior [202]. So far, however, biologists and neurologists have concentrated their research on uncovering the properties of individual neurons. Today, the mechanisms for the production and transport of signals from one neuron to the other are well-understood physiological phenomena, but how these individual systems cooperate to form complex and massively parallel systems capable of incredible information processing feats has not yet been completely elucidated. Mathematics, physics, and computer science can provide invaluable help in the study of these complex systems. It is not surprising that the study of the brain has become one of the most interdisciplinary areas of scientific research in recent years.

However, we should be careful with the metaphors and paradigms commonly introduced when dealing with the nervous system. It seems to be a constant in the history of science that the brain has always been compared to the most complicated contemporary artifact produced by human industry [297]. In ancient times the brain was compared to a pneumatic machine, in the Renaissance to a clockwork, and at the end of the last century to the telephone network. There are some today who consider computers the paradigm par excellence of a nervous system. It is rather paradoxical that when John von Neumann wrote his classical description of future universal computers, he tried to choose terms that would describe computers in terms of brains, not brains in terms of computers.

The nervous system of an animal is an information processing totality. The sensory inputs, i.e., signals from the environment, are coded and processed to evoke the appropriate response. Biological neural networks are just one of many possible solutions to the problem of processing information. The main difference between neural networks and conventional computer systems is the massive parallelism and redundancy which they exploit in order to deal with the unreliability of the individual computing units. Moreover, biological neural networks are self-organizing systems and each individual neuron is also a delicate self-organizing structure capable of processing information in many different ways.

In this book we study the information processing capabilities of complex hierarchical networks of simple computing units. We deal with systems whose structure is only partially predetermined. Some parameters modify the ca-
pabilities of the network and it is our task to find the best combination for the solution of a given problem. The adjustment of the parameters will be done through a learning algorithm, i.e., not through explicit programming but through an automatic adaptive method.

A cursory review of the relevant literature on artificial neural networks leaves the impression of a chaotic mixture of very different network topologies and learning algorithms. Commercial neural network simulators sometimes offer several dozens of possible models. The large number of proposals has led to a situation in which each single model appears as part of a big puzzle whereas the bigger picture is absent. Consequently, in the following chapters we try to solve this puzzle by systematically introducing and discussing each of the neural network models in relation to the others.

Our approach consists of stating and answering the following questions: what information processing capabilities emerge in hierarchical systems of primitive computing units? What can be computed with these networks? How can these networks determine their structure in a self-organizing manner?

We start by considering biological systems. Artificial neural networks have aroused so much interest in recent years, not only because they exhibit interesting properties, but also because they try to mirror the kind of information processing capabilities of nervous systems. Since information processing consists of transforming signals, we deal with the biological mechanisms for their generation and transmission in this chapter. We discuss those biological processes by which neurons produce signals, and absorb and modify them in order to retransmit the result. In this way biological neural networks give us a clue regarding the properties which would be interesting to include in our artificial networks.

### 1.1.2 Models of computation

Artificial neural networks can be considered as just another approach to the problem of computation. The first formal definitions of computability were proposed in the 1930s and '40s and at least five different alternatives were studied at the time. The computer era was started, not with one single approach, but with a contest of alternative computing models. We all know that the von Neumann computer emerged as the undisputed winner in this confrontation, but its triumph did not lead to the dismissal of the other computing models. Figure 1.1 shows the five principal contenders:

## The mathematical model

Mathematicians avoided dealing with the problem of a function's computability until the beginning of this century. This happened not just because existence theorems were considered sufficient to deal with functions, but mainly because nobody had come up with a satisfactory definition of computability, certainly a relative concept which depends on the specific tools that can be
used. The general solution for algebraic equations of degree five, for example, cannot be formulated using only algebraic functions, yet this can be done if a more general class of functions is allowed as computational primitives. The squaring of the circle, to give another example, is impossible using ruler and compass, but it has a trivial real solution.

If we want to talk about computability we must therefore specify which tools are available. We can start with the idea that some primitive functions and composition rules are "obviously" computable. All other functions which can be expressed in terms of these primitives and composition rules are then also computable.

David Hilbert, the famous German mathematician, was the first to state the conjecture that a certain class of functions contains all intuitively computable functions. Hilbert was referring to the primitive recursive functions, the class of functions which can be constructed from the zero and successor function using composition, projection, and a deterministic number of iterations (primitive recursion). However, in 1928, Wilhelm Ackermann was able to find a computable function which is not primitive recursive. This led to the definition of the general recursive functions [154]. In this formalism, a new composition rule has to be introduced, the so-called $\mu$ operator, which is equivalent to an indeterminate recursion or a lookup in an infinite table. At the same time Alonzo Church and collaborators developed the lambda calculus, another alternative to the mathematical definition of the computability concept [380]. In 1936, Church and Kleene were able to show that the general recursive functions can be expressed in the formalism of the lambda calculus. This led to the Church thesis that computable functions are the general recursive functions. David Deutsch has recently added that this thesis should be considered to be a statement about the physical world and be given the same status as a physical principle. He thus speaks of a "Church principle" [109].

## The logic-operational model (Turing machines)

In his classical paper "On Computable Numbers with an Application to the Entscheidungsproblem" Alan Turing introduced another kind of computing model. The advantage of his approach is that it consists in an operational, mechanical model of computability. A Turing machine is composed of an infinite tape, in which symbols can be stored and read again. A read-write head can move to the left or to the right according to its internal state, which is updated at each step. The Turing thesis states that computable functions are those which can be computed with this kind of device. It was formulated concurrently with the Church thesis and Turing was able to show almost immediately that they are equivalent [435]. The Turing approach made clear for the first time what "programming" means, curiously enough at a time when no computer had yet been built.


Fig. 1.1. Five models of computation

## The computer model

The first electronic computing devices were developed in the 1930s and ' 40 s. Since then, "computation-with-the-computer" has been regarded as computability itself. However the first engineers developing computers were for the most part unaware of Turing's or Church's research. Konrad Zuse, for example, developed in Berlin between 1938 and 1944 the computing machines Z1 and Z3 which were programmable but not universal, because they could not reach the whole space of the computable functions. Zuse's machines were able to process a sequence of instructions but could not iterate. Other computers of the time, like the Mark I built at Harvard, could iterate a constant number of times but were incapable of executing open-ended iterations (WHILE loops). Therefore the Mark I could compute the primitive but not the general recursive functions. Also the ENIAC, which is usually hailed as the world's first electronic computer, was incapable of dealing with open-ended loops, since iterations were determined by specific connections between modules of the machine. It seems that the first universal computer was the Mark I built in Manchester [96, 375]. This machine was able to cover all computable functions by making use of conditional branching and self-modifying programs, which is one possible way of implementing indexed addressing [268].

## Cellular automata

The history of the development of the first mechanical and electronic computing devices shows how difficult it was to reach a consensus on the architecture of universal computers. Aspects such as the economy or the dependability of the building blocks played a role in the discussion, but the main problem was the definition of the minimal architecture needed for universality. In machines like the Mark I and the ENIAC there was no clear separation between memory and processor, and both functional elements were intertwined. Some machines still worked with base 10 and not 2, some were sequential and others parallel.

John von Neumann, who played a major role in defining the architecture of sequential machines, analyzed at that time a new computational model which he called cellular automata. Such automata operate in a "computing space" in which all data can be processed simultaneously. The main problem for cellular automata is communication and coordination between all the computing cells. This can be guaranteed through certain algorithms and conventions. It is not difficult to show that all computable functions, in the sense of Turing, can also be computed with cellular automata, even of the one-dimensional type, possessing only a few states. Turing himself considered this kind of computing model at one point in his career [192].

Cellular automata as computing model resemble massively parallel multiprocessor systems of the kind that has attracted considerable interest recently.

## The biological model (neural networks)

The explanation of important aspects of the physiology of neurons set the stage for the formulation of artificial neural network models which do not operate sequentially, as Turing machines do. Neural networks have a hierarchical multilayered structure which sets them apart from cellular automata, so that information is transmitted not only to the immediate neighbors but also to more distant units. In artificial neural networks one can connect each unit to any other. In contrast to conventional computers, no program is handed over to the hardware - such a program has to be created, that is, the free parameters of the network have to be found adaptively.

Although neural networks and cellular automata are potentially more efficient than conventional computers in certain application areas, at the time of their conception they were not yet ready to take center stage. The necessary theory for harnessing the dynamics of complex parallel systems is still being developed right before our eyes. In the meantime, conventional computer technology has made great strides.

There is no better illustration for the simultaneous and related emergence of these various computability models than the life and work of John von Neumann himself. He participated in the definition and development of at least three of these models: in the architecture of sequential computers [417],
the theory of cellular automata and the first neural network models. He also collaborated with Church and Turing in Princeton [192].

Artificial neural networks have, as initial motivation, the structure of biological systems, and constitute an alternative computability paradigm. For that reason we will review some aspects of the way in which biological systems perform information processing. The fascination which still pervades this research field has much to do with the points of contact with the surprisingly elegant methods used by neurons in order to process information at the cellular level. Several million years of evolution have led to very sophisticated solutions to the problem of dealing with an uncertain environment. In this chapter we will discuss some elements of these strategies in order to determine what features we want to adopt in our abstract models of neural networks.

### 1.1.3 Elements of a computing model

What are the elementary components of any conceivable computing model? In the theory of general recursive functions, for example, it is possible to reduce any computable function to some composition rules and a small set of primitive functions. For a universal computer, we ask about the existence of a minimal and sufficient instruction set. For an arbitrary computing model the following metaphoric expression has been proposed:

$$
\text { computation }=\text { storage }+ \text { transmission }+ \text { processing } .
$$

The mechanical computation of a function presupposes that these three elements are present, that is, that data can be stored, communicated to the functional units of the model and transformed. It is implicitly assumed that a certain coding of the data has been agreed upon. Coding plays an important role in information processing because, as Claude Shannon showed in 1948, when noise is present information can still be transmitted without loss, if the right code with the right amount of redundancy is chosen.

Modern computers transform storage of information into a form of information transmission. Static memory chips store a bit as a circulating current until the bit is read. Turing machines store information in an infinite tape, whereas transmission is performed by the read-write head. Cellular automata store information in each cell, which at the same time is a small processor.

### 1.2 Networks of neurons

In biological neural networks information is stored at the contact points between different neurons, the so-called synapses. Later we will discuss what role these elements play for the storage, transmission, and processing of information. Other forms of storage are also known, because neurons are themselves
complex systems of self-organizing signaling. In the next few pages we cannot do justice to all this complexity, but we analyze the most salient features and, with the metaphoric expression given above in mind, we will ask: how do neurons compute?

### 1.2.1 Structure of the neurons

Nervous systems possess global architectures of variable complexity, but all are composed of similar building blocks, the neural cells or neurons. They can perform different functions, which in turn leads to a very variable morphology. If we analyze the human cortex under a microscope, we can find several different types of neurons. Figure 1.2 shows a diagram of a portion of the cortex. Although the neurons have very different forms, it is possible to recognize a hierarchical structure of six different layers. Each one has specific functional characteristics. Sensory signals, for example, are transmitted directly to the fourth layer and from there processing is taken over by other layers.

Fig. 1.2. A view of the human cortex [from Lassen et al. 1988]

Neurons receive signals and produce a response. The general structure of a generic neuron is shown in Figure $1.3^{1}$. The branches to the left are the transmission channels for incoming information and are called dendrites. Dendrites receive the signals at the contact regions with other cells, the synapses

[^0]mentioned already. Organelles in the body of the cell produce all necessary chemicals for the continuous working of the neuron. The mitochondria, visible in Figure 1.3, can be thought of as part of the energy supply of the cell, since they produce chemicals which are consumed by other cell structures. The output signals are transmitted by the axon, of which each cell has at most one. Some cells do not have an axon, because their task is only to set some cells in contact with others (in the retina, for example).

Fig. 1.3. A typical motor neuron [from Stevens 1988]

These four elements, dendrites, synapses, cell body, and axon, are the minimal structure we will adopt from the biological model. Artificial neurons for computing will have input channels, a cell body and an output channel. Synapses will be simulated by contact points between the cell body and input or output connections; a weight will be associated with these points.

### 1.2.2 Transmission of information

The fundamental problem of any information processing system is the transmission of information, as data storage can be transformed into a recurrent transmission of information between two points [177].

Biologists have known for more than 100 years that neurons transmit information using electrical signals. Because we are dealing with biological structures, this cannot be done by simple electronic transport as in metallic cables. Evolution arrived at another solution involving ions and semipermeable membranes.

Our body consists mainly of water, $55 \%$ of which is contained within the cells and $45 \%$ forming its environment. The cells preserve their identity and biological components by enclosing the protoplasm in a membrane made of
a double layer of molecules that form a diffusion barrier. Some salts, present in our body, dissolve in the intracellular and extracellular fluid and dissociate into negative and positive ions. Sodium chloride, for example, dissociates into positive sodium ions $\left(\mathrm{Na}^{+}\right)$and negative chlorine ions $\left(\mathrm{Cl}^{-}\right)$. Other positive ions present in the interior or exterior of the cells are potassium ( $\mathrm{K}^{+}$) and calcium $\left(\mathrm{Ca}^{2+}\right)$. The membranes of the cells exhibit different degrees of permeability for each one of these ions. The permeability is determined by the number and size of pores in the membrane, the so-called ionic channels. These are macromolecules with forms and charges which allow only certain ions to go from one side of the cell membrane to the other. Channels are selectively permeable to sodium, potassium or calcium ions. The specific permeability of the membrane leads to different distributions of ions in the interior and the exterior of the cells and this, in turn, to the interior of neurons being negatively charged with respect to the extracellular fluid.


Fig. 1.4. Diffusion of ions through a membrane

Figure 1.4 illustrates this phenomenon. A box is divided into two parts separated by a membrane permeable only to positive ions. Initially the same number of positive and negative ions is located in the right side of the box. Later, some positive ions move from the right to the left through the pores in the membrane. This occurs because atoms and molecules have a thermodynamical tendency to distribute homogeneously in space by the process called diffusion. The process continues until the electrostatic repulsion from the positive ions on the left side balances the diffusion potential. A potential difference, called the reversal potential, is established and the system behaves like a small electric battery. In a cell, if the initial concentration of potassium ions in its interior is greater than in its exterior, positive potassium ions will diffuse through the open potassium-selective channels. If these are the only ionic channels, negative ions cannot disperse through the membrane. The interior of the cell becomes negatively charged with respect to the exterior, creating a potential difference between both sides of the membrane. This balances the
diffusion potential, and, at some point, the net flow of potassium ions through the membrane falls to zero. The system reaches a steady state. The potential difference $E$ for one kind of ion is given by the Nernst formula

$$
E=k\left(\ln \left(c_{o}\right)-\ln \left(c_{i}\right)\right)
$$

where $c_{i}$ is the concentration inside the cell, $c_{o}$ the concentration in the extracellular fluid and $k$ is a proportionality constant [295]. For potassium ions the equilibrium potential is -80 mV .

Because there are several different concentrations of ions inside and outside of the cell, the question is, what is the potential difference which is finally reached. The exact potential in the interior of the cell depends on the mixture of concentrations. A typical cell's potential is -70 mV , which is produced mainly by the ion concentrations shown in Figure 1.5 ( $\mathrm{A}^{-}$designates negatively charged biomolecules). The two main ions in the cell are sodium and potassium. Equilibrium potential for sodium lies around 58 mV . The cell reaches a potential between -80 mV and 58 mV . The cell's equilibrium potential is nearer to the value induced by potassium, because the permeability of the membrane to potassium is greater than to sodium. There is a net outflow of potassium ions at this potential and a net inflow of sodium ions. However, the sodium ions are less mobile because fewer open channels are available. In the steady state the cell membrane experiences two currents of ions trying to reach their individual equilibrium potential. An ion pump guarantees that the concentration of ions does not change with time.
intracellular fluid (concentration in mM )

extracellular fluid (concentration in mM )

| $\mathrm{K}^{+}$ | 5 |
| :--- | ---: |
| $\mathrm{Na}^{+}$ | 120 |
| $\mathrm{Cl}^{-}$ | 125 |
| $\mathrm{~A}^{-}$ | 0 |

Fig. 1.5. Ion concentrations inside and outside a cell

The British scientists Alan Hodgkin and Andrew Huxley were able to show that it is possible to build an electric model of the cell membrane based on very simple assumptions. The membrane behaves as a capacitor made of two isolated layers of lipids. It can be charged with positive or negative ions. The different concentrations of several classes of ions in the interior and exterior of the cell provide an energy source capable of negatively polarizing the interior of the cell. Figure 1.6 shows a diagram of the model proposed by Hodgkin and

Huxley. The specific permeability of the membrane for each class of ion can be modeled like a conductance (the reciprocal of resistance).


Fig. 1.6. The Hodgkin-Huxley model of a cell membrane

The electric model is a simplification, because there are other classes of ions and electrically charged proteins present in the cell. In the model, three ions compete to create a potential difference between the interior and exterior of the cell. The conductances $g_{\mathrm{Na}}, g_{\mathrm{K}}$, and $g_{\mathrm{L}}$ reflect the permeability of the membrane to sodium, potassium, and leakages, i.e., the number of open channels of each class. A signal can be produced by modifying the polarity of the cell through changes in the conductances $g_{\mathrm{Na}}$ and $g_{\mathrm{K}}$. By making $g_{\mathrm{Na}}$ larger and the mobility of sodium ions greater than the mobility of potassium ions, the polarity of the cell changes from -70 mV to a positive value, nearer to the 58 mV at which sodium ions reach equilibrium. If the conductance $g_{\mathrm{K}}$ then becomes larger and $g_{\mathrm{Na}}$ falls back to its original value, the interior of the cell becomes negative again, overshooting in fact by going below -70 mV . To generate a signal, a mechanism for depolarizing and polarizing the cell in a controlled way is necessary.

The conductance and resistance of a cell membrane in relation to the different classes of ions depends on its permeability. This can be controlled by opening or closing excitable ionic channels. In addition to the static ionic channels already mentioned, there is another class which can be electrically controlled. These channels react to a depolarization of the cell membrane. When this happens, that is, when the potential of the interior of the cell in relation to the exterior reaches a threshold, the sodium-selective channels open automatically and positive sodium ions flow into the cell making its interior positive. This in turn leads to the opening of the potassium-selective channels and positive potassium ions flow to the exterior of the cell, restoring the original negative polarization.

Figure 1.7 shows a diagram of an electrically controlled sodium-selective channel which lets only sodium ions flow across. This effect is produced by the
small aperture in the middle of the channel which is negatively charged (at time $t=1$ ). If the interior of the cell becomes positive relative to the exterior, some negative charges are displaced in the channel and this produces the opening of a gate $(t=2)$. Sodium ions flow through the channel and into the cell. After a short time the second gate is closed and the ionic channel is sealed $(t=3)$. The opening of the channel corresponds to a change of membrane conductivity as explained above.


Fig. 1.7. Electrically controlled ionic channels

Static and electrically controlled ionic channels are not only found in neurons. As in any electrical system there are charge losses which have to be continuously balanced. A sodium ion pump (Figure 1.8) transports the excess of sodium ions out of the cell and, at the same time, potassium ions into its interior. The ion pump consumes adenosine triphosphate (ATP), a substance produced by the mitochondria, helping to stabilize the polarization potential of -70 mV . The ion pump is an example of a self-regulating system, because it is accelerated or decelerated by the differences in ion concentrations on both sides of the membrane. Ion pumps are constantly active and account for a considerable part of the energy requirements of the nervous system.

Neural signals are produced and transmitted at the cell membrane. The signals are represented by depolarization waves traveling through the axons in a self-regenerating manner. Figure 1.9 shows the form of such a depolarization wave, called an action potential. The $x$-dimension is shown horizontally and the diagram shows the instantaneous potential in each segment of the axon.

An action potential is produced by an initial depolarization of the cell membrane. The potential increases from -70 mV up to +40 mV . After some time the membrane potential becomes negative again but it overshoots, going


Fig. 1.8. Sodium and potassium ion pump
as low as -80 mV . The cell recovers gradually and the cell membrane returns to the initial potential. The switching time of the neurons is determined, as in any resistor-capacitor configuration, by the RC constant. In neurons, 2.4 milliseconds is a typical value for this constant.


Fig. 1.9. Typical form of the action potential

Figure 1.10 shows an action potential traveling through an axon. A local perturbation, produced by the signals arriving at the dendrites, leads to the opening of the sodium-selective channels in a certain region of the cell membrane. The membrane is thus depolarized and positive sodium ions flow into the cell. After a short delay, the outward flow of potassium ions compensates the depolarization of the membrane. Both perturbations - the opening of the sodium and potassium-selective channels - are transmitted through the axon like falling dominos. In the entire process only local energy is consumed, that is, only the energy stored in the polarized membrane itself. The action potential is thus a wave of $\mathrm{Na}^{+}$permeability increase followed by a wave of $\mathrm{K}^{+}$ permeability increase. It is easy to see that charged particles only move a short
distance in the direction of the perturbation, only as much as is necessary to perturb the next channels and bring the next "domino" to fall.

Figure 1.10 also shows how impulse trains are produced in the cells. After a signal is produced a new one follows. Each neural signal is an all-ornothing self-propagating regenerative event as each signal has the same form and amplitude. At this level we can safely speak about digital transmission of information.


Fig. 1.10. Transmission of an action potential [Stevens 1988]

With this picture of the way an action potential is generated in mind, it is easy to understand the celebrated Hodgkin-Huxley differential equation which
describes the instantaneous variation of the cell's potential $V$ as a function of the conductances of sodium, potassium and leakages $\left(g_{\mathrm{Na}}, g_{\mathrm{K}}, g_{\mathrm{L}}\right)$ and of the equilibrium potentials for all three groups of ions called $V_{\mathrm{Na}}, V_{\mathrm{K}}$ and $V_{\mathrm{L}}$ with respect to the current potential:

$$
\begin{equation*}
\frac{d V}{d t}=\frac{1}{C_{\mathrm{m}}}\left(I-g_{\mathrm{Na}}\left(V-V_{\mathrm{Na}}\right)-g_{\mathrm{K}}\left(V-V_{\mathrm{K}}\right)-g_{\mathrm{L}}\left(V-V_{\mathrm{L}}\right)\right) . \tag{1.1}
\end{equation*}
$$

In this equation $C_{\mathrm{m}}$ is the capacitance of the cell membrane. The terms $V-V_{\mathrm{Na}}, V-V_{\mathrm{K}}, V-V_{\mathrm{L}}$ are the electromotive forces acting on the ions. Any variation of the conductances translates into a corresponding variation of the cell's potential $V$. The variations of $g_{\mathrm{Na}}$ and $g_{\mathrm{K}}$ are given by differential equations which describe their oscillations. The conductance of the leakages, $g_{\mathrm{L}}$, can be taken as a constant.

A neuron codes its level of activity by adjusting the frequency of the generated impulses. This frequency is greater for a greater stimulus. In some cells the mapping from stimulus to frequency is linear in a certain interval [72]. This means that information is transmitted from cell to cell using what engineers call frequency modulation. This form of transmission helps to increase the accuracy of the signal and to minimize the energy consumption of the cells.

### 1.2.3 Information processing at the neurons and synapses

Neurons transmit information using action potentials. The processing of this information involves a combination of electrical and chemical processes, regulated for the most part at the interface between neurons, the synapses.

Neurons transmit information not only by electrical perturbations. Although electrical synapses are also known, most synapses make use of chemical signaling. Figure 1.11 is a classical diagram of a typical synapse. The synapse appears as a thickening of the axon. The small vacuoles in the interior, the synaptic vesicles, contain chemical transmitters. The small gap between a synapse and the cell to which it is attached is known as the synaptic gap.

When an electric impulse arrives at a synapse, the synaptic vesicles fuse with the cell membrane (Figure 1.12). The transmitters flow into the synaptic gap and some attach themselves to the ionic channels, as in our example. If the transmitter is of the right kind, the ionic channels are opened and more ions can now flow from the exterior to the interior of the cell. The cell's potential is altered in this way. If the potential in the interior of the cell is increased, this helps prepare an action potential and the synapse causes an excitation of the cell. If negative ions are transported into the cell, the probability of starting an action potential is decreased for some time and we are dealing with an inhibitory synapse.

Synapses determine a direction for the transmission of information. Signals flow from one cell to the other in a well-defined manner. This will be expressed in artificial neural networks models by embedding the computing elements in a

Fig. 1.11. Transversal view of a synapse [from Stevens 1988]


Fig. 1.12. Chemical signaling at the synapse
directed graph. A well-defined direction of information flow is a basic element in every computing model, and is implemented in digital systems by using diodes and directional amplifiers.

The interplay between electrical transmission of information in the cell and chemical transmission between cells is the basis for neural information processing. Cells process information by integrating incoming signals and by reacting to inhibition. The flow of transmitters from an excitatory synapse leads to a depolarization of the attached cell. The depolarization must exceed a threshold, that is, enough ionic channels have to be opened in order to produce an action potential. This can be achieved by several pulses arriving simultaneously or within a short time interval at the cell. If the quantity of transmitters reaches a certain level and enough ionic channels are triggered,
the cell reaches its activation threshold. At this moment an action potential is generated at the axon of this cell.

In most neurons, action potentials are produced at the so-called axon hillock, the part of the axon nearest to the cell body. In this region of the cell, the number of ionic channels is larger and the cell's threshold lower [427]. The dendrites collect the electrical signals which are then transmitted electrotonically, that is through the cytoplasm [420]. The transmission of information at the dendrites makes use of additional electrical effects. Streams of ions are collected at the dendrites and brought to the axon hillock. There is spatial summation of information when signals coming from different dendrites are collected, and temporal summation when signals arriving consecutively are combined to produce a single reaction. In some neurons not only the axon hillock but also the dendrites can produce action potentials. In this case information processing at the cell is more complex than in the standard case.

It can be shown that digital signals combined in an excitatory or inhibitory way can be used to implement any desired logical function (Chap. 2). The number of computing units required can be reduced if the information is not only transmitted but also weighted. This can be achieved by multiplying the signal by a constant. Such is the kind of processing we find at the synapses. Each signal is an all-or-none event but the number of ionic channels triggered by the signal is different from synapse to synapse. It can happen that a single synapse can push a cell to fire an action potential, but other synapses can achieve this only by simultaneously exciting the cell. With each synapse $i$ $(1 \leq i \leq n)$ we can therefore associate a numerical weight $w_{i}$. If all synapses are activated at the same time, the information which will be transmitted is $w_{1}+w_{2}+\cdots+w_{n}$. If this value is greater than the cell's threshold, the cell will fire a pulse.

It follows from this description that neurons process information at the membrane. The membrane regulates both transmission and processing of information. Summation of signals and comparison with a threshold is a combined effect of the membrane and the cytoplasm. If a pulse is generated, it is transmitted and the synapses set some transmitter molecules free. From this description an abstract neuron [72] can be modeled which contains dendrites, a cell body and an axon. The same three elements will be present in our artificial computing units.

### 1.2.4 Storage of information - learning

In neural networks information is stored at the synapses. Some other forms of information storage may be present, but they are either still unknown or not very well understood.

A synapse's efficiency in eliciting the depolarization of the contacted cell can be increased if more ionic channels are opened. In recent years NMDA receptors have been studied because they exhibit some properties which could help explain some forms of learning in neurons [72].

NMDA receptors are ionic channels permeable for different kinds of molecules, like sodium, calcium, or potassium ions. These channels are blocked by a magnesium ion in such a way that the permeability for sodium and calcium is low. If the cell is brought up to a certain excitation level, the ionic channels lose the magnesium ion and become unblocked. The permeability for $\mathrm{Ca}^{2+}$ ions increases immediately. Through the flow of calcium ions a chain of reactions is started which produces a durable change of the threshold level of the cell $[420,360]$. Figure 1.13 shows a diagram of this process.


Fig. 1.13. Unblocking of an NMDA receptor

NMDA receptors are just one of the mechanisms used by neurons to increase their plasticity, i.e., their adaptability to changing circumstances. Through the modification of the membrane's permeability a cell can be trained to fire more often by setting a lower firing threshold. NMDA receptors also offer an explanation for the observed phenomenon that cells which are not stimulated to fire tend to set a higher firing threshold. The stored information must be refreshed periodically in order to maintain the optimal permeability of the cell membrane.

This kind of information storage is also used in artificial neural networks. Synaptic efficiency can be modeled as a property of the edges of the network. The networks of neurons are thus connected through edges with different transmission efficiencies. Information flowing through the edges is multiplied by a constant which reflects their efficiency. One of the most popular learning algorithms for artificial neural networks is Hebbian learning. The efficiency of synapses is increased any time the two cells which are connected through this synapse fire simultaneously and is decreased when the firing states of the two cells are uncorrelated. The NMDA receptors act as coincidence detectors of presynaptic and postsynaptic activity, which in turn leads to greater synaptic efficiency.

### 1.2.5 The neuron - a self-organizing system

The short review of the properties of biological neurons in the previous sections is necessarily incomplete and can offer only a rough description of the mechanisms and processes by which neurons deal with information. Nerve cells are very complex self-organizing systems which have evolved in the course of millions of years. How were these exquisitely fine-tuned information processing organs developed? Where do we find the evolutionary origin of consciousness?

The information processing capabilities of neurons depend essentially on the characteristics of the cell membrane. Ionic channels appeared very early in evolution to allow unicellular organisms to get some kind of feedback from the environment. Consider the case of a paramecium, a protozoan with cilia, which are hairlike processes which provide it with locomotion. A paramecium has a membrane cell with ionic channels and its normal state is one in which the interior of the cell is negative with respect to the exterior. In this state the cilia around the membrane beat rhythmically and propel the paramecium forward. If an obstacle is encountered, some ionic channels sensitive to contact open, let ions into the cell, and depolarize it. The depolarization of the cell leads in turn to a reversing of the beating direction of the cilia and the paramecium swims backward for a short time. After the cytoplasm returns to its normal state, the paramecium swims forward, changing its direction of movement. If the paramecium is touched from behind, the opening of ionic channels leads to a forward acceleration of the protozoan. In each case, the paramecium escapes its enemies [190].

From these humble origins, ionic channels in neurons have been perfected over millions of years of evolution. In the protoplasm of the cell, ionic channels are produced and replaced continually. They attach themselves to those regions of the neurons where they are needed and can move laterally in the membrane, like icebergs in the sea. The regions of increased neural sensitivity to the production of action potentials are thus changing continuously according to experience. The electrical properties of the cell membrane are not totally predetermined. They are also a result of the process by which action potentials are generated.

Consider also the interior of the neurons. The number of biochemical reaction chains and the complexity of the mechanical processes occurring in the neuron at any given time have led some authors to look for its control system. Stuart Hameroff, for example, has proposed that the cytoskeleton of neurons does not just perform a static mechanical function, but in some way provides the cell with feedback control. It is well known that the proteins that form the microtubules in axons coordinate to move synaptic vesicles and other materials from the cell body to the synapses. This is accomplished through a coordinated movement of the proteins, configured like a cellular automaton [173, 174].

Consequently, transmission, storage, and processing of information are performed by neurons exploiting many effects and mechanisms which we still do
not understand fully. Each individual neuron is as complex or more complex than any of our computers. For this reason, we will call the elementary components of artificial neural networks simply "computing units" and not neurons. In the mid-1980s, the PDP (Parallel Distributed Processing) group already agreed to this convention at the insistence of Francis Crick [95].

### 1.3 Artificial neural networks

The discussion in the last section is only an example of how important it is to define the primitive functions and composition rules of the computational model. If we are computing with a conventional von Neumann processor, a minimal set of machine instructions is needed in order to implement all computable functions. In the case of artificial neural networks, the primitive functions are located in the nodes of the network and the composition rules are contained implicitly in the interconnection pattern of the nodes, in the synchrony or asynchrony of the transmission of information, and in the presence or absence of cycles.

### 1.3.1 Networks of primitive functions

Figure 1.14 shows the structure of an abstract neuron with $n$ inputs. Each input channel $i$ can transmit a real value $x_{i}$. The primitive function $f$ computed in the body of the abstract neuron can be selected arbitrarily. Usually the input channels have an associated weight, which means that the incoming information $x_{i}$ is multiplied by the corresponding weight $w_{i}$. The transmitted information is integrated at the neuron (usually just by adding the different signals) and the primitive function is then evaluated.


Fig. 1.14. An abstract neuron

If we conceive of each node in an artificial neural network as a primitive function capable of transforming its input in a precisely defined output, then artificial neural networks are nothing but networks of primitive functions. Different models of artificial neural networks differ mainly in the assumptions about the primitive functions used, the interconnection pattern, and the timing of the transmission of information.


Fig. 1.15. Functional model of an artificial neural network

Typical artificial neural networks have the structure shown in Figure 1.15. The network can be thought of as a function $\Phi$ which is evaluated at the point $(x, y, z)$. The nodes implement the primitive functions $f_{1}, f_{2}, f_{3}, f_{4}$ which are combined to produce $\Phi$. The function $\Phi$ implemented by a neural network will be called the network function. Different selections of the weights $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{5}$ produce different network functions. Therefore, tree elements are particularly important in any model of artificial neural networks:

- the structure of the nodes,
- the topology of the network,
- the learning algorithm used to find the weights of the network.

To emphasize our view of neural networks as networks of functions, the next section gives a short preview of some of the topics covered later in the book.

### 1.3.2 Approximation of functions

An old problem in approximation theory is to reproduce a given function $F: \mathbb{R} \rightarrow \mathbb{R}$ either exactly or approximately by evaluating a given set of primitive functions. A classical example is the approximation of one-dimensional functions using polynomials or Fourier series. The Taylor series for a function $F$ which is being approximated around the point $x_{0}$ is

$$
F(x)=a_{0}+a_{1}\left(x-x_{0}\right)+a_{2}\left(x-x_{0}\right)^{2}+\cdots+a_{n}\left(x-x_{0}\right)^{n}+\cdots
$$

whereby the constants $a_{0}, \ldots, a_{n}$ depend on the function $F$ and its derivatives at $x_{0}$. Figure 1.16 shows how the polynomial approximation can be represented as a network of functions. The primitive functions $z \mapsto 1, z \mapsto z^{1}, \ldots, z \mapsto$ $z^{n}$ are computed at the nodes. The only free parameters are the constants $a_{0}, \ldots, a_{n}$. The output node additively collects all incoming information and produces the value of the evaluated polynomial. The weights of the network can be calculated in this case analytically, just by computing the first $n+1$
terms of the Taylor series of $F$. They can also be computed using a learning algorithm, which is the usual case in the field of artificial neural networks.


Fig. 1.16. A Taylor network


Fig. 1.17. A Fourier network

Figure 1.17 shows how a Fourier series can be implemented as a neural network. If the function $F$ is to be developed as a Fourier series it has the form

$$
\begin{equation*}
F(x)=\sum_{i=0}^{\infty}\left(a_{i} \cos (i x)+b_{i} \sin (i x)\right) \tag{1.2}
\end{equation*}
$$

An artificial neural network with the sine as primitive function can implement a finite number of terms in the above expression. In Figure 1.17 the constants $k_{0}, \ldots, k_{n}$ determine the wave numbers for the arguments of the sine functions. The constants $d_{0}, \ldots, d_{n}$ play the role of phase factors (with $d_{0}=\pi / 2$, for example, we have $\left.\sin \left(x+d_{0}\right)=\cos (x)\right)$ and we do not need to implement the cosine explicitly in the network. The constants $w_{0}, \ldots, w_{n}$ are the amplitudes of the Fourier terms. The network is indeed more general than the conventional formula because non-integer wave numbers are allowed as are phase factors which are not simple integer multiples of $\pi / 2$.

The main difference between Taylor or Fourier series and artificial neural networks is, however, that the function $F$ to be approximated is given not explicitly but implicitly through a set of input-output examples. We know $F$ only at some points but we want to generalize as well as possible. This means that we try to adjust the parameters of the network in an optimal manner to reflect the information known and to extrapolate to new input patterns which will be shown to the network afterwards. This is the task of the learning algorithm used to adjust the network's parameters.

These two simple examples show that neural networks can be used as universal function approximators, that is, as computing models capable of approximating a given set of functions (usually the integrable functions). We will come back to this problem in Chap. 10.

### 1.3.3 Caveat

At this point we must issue a warning to the reader: in the theory of artificial neural networks we do not consider the whole complexity of real biological neurons. We only abstract some general principles and content ourselves with different levels of detail when simulating neural ensembles. The general approach is to conceive each neuron as a primitive function producing numerical results at some points in time. These will be the kinds of model that we will discuss in the first chapters of this book. However we can also think of artificial neurons as computing units which produce pulse trains in the way that biological neurons do. We can then simulate this behavior and look at the output of simple networks. This kind of approach, although more closely related to the biological paradigm, is still a very rough approximation of the biological processes. We will deal with asynchronous and spiking neurons in later chapters.

### 1.4 Historical and bibliographical remarks

Philosophical reflection on consciousness and the organ in which it could possibly be localized spans a period of more than two thousand years. Greek philosophers were among the first to speculate about the location of the
soul. Several theories were held by the various philosophical schools of ancient times. Galenus, for example, identified nerve impulses with pneumatic pressure signals and conceived the nervous system as a pneumatic machine. Several centuries later Newton speculated that nerves transmitted oscillations of the ether.

Our present knowledge of the structure and physiology of neurons is the result of 100 years of special research in this field. The facts presented in this chapter were discovered between 1850 and 1950, with the exception of the NMDA receptors which were studied mainly in the last decade. The electrical nature of nerve impulses was postulated around 1850 by Emil du BoisReymond and Hermann von Helmholtz. The latter was able to measure the velocity of nerve impulses and showed that it was not as fast as was previously thought. Signals can be transmitted in both directions of an axon, but around 1901 Santiago Ramón y Cajal postulated that the specific networking of the nervous cells determines a direction for the transmission of information. This discovery made it clear that the coupling of the neurons constitutes a hierarchical system.

Ramón y Cajal was also the most celebrated advocate of the neuron theory. His supporters conceived the brain as a highly differentiated hierarchical organ, while the supporters of the reticular theory thought of the brain as a grid of undifferentiated axons and of dendrites as organs for the nutrition of the cell [357]. Ramón y Cajal perfected Golgi's staining method and published the best diagrams of neurons of his time, so good indeed that they are still in use. The word neuron (Greek for nerve) was proposed by the Berlin Professor Wilhelm Waldeger after he saw the preparations of Ramón y Cajal [418].

The chemical transmission of information at the synapses was studied from 1920 to 1940. From 1949 to 1956, Hodgkin and Huxley explained the mechanism by which depolarization waves are produced in the cell membrane. By experimenting with the giant axon of the squid they measured and explained the exchange of ions through the cell membrane, which in time led to the now famous Hodgkin-Huxley differential equations. For a mathematical treatment of this system of equations see [97].

The Hodgkin-Huxley model was in some ways one of the first artificial neural models, because the postulated dynamics of the nerve impulses could be simulated with simple electric networks [303]. At the same time the mathematical properties of artificial neural networks were being studied by researchers like Warren McCulloch, Walter Pitts, and John von Neumann. Ever since that time, research in the neurobiological field has progressed in close collaboration with the mathematics and computer science community.

## Exercises

1. Express the network function function $\Phi$ in Figure 1.15 in terms of the primitive functions $f_{1}, \ldots, f_{4}$ and of the weights $\alpha_{1}, \ldots, \alpha_{5}$.
2. Modify the network of Figure 1.17 so that it corresponds to a finite number of addition terms of equation (1.2).
3. Look in a neurobiology book for the full set of differential equations of the Hodgkin-Huxley model. Write a computer program that simulates an action potential.

## Threshold Logic

### 2.1 Networks of functions

We deal in this chapter with the simplest kind of computing units used to build artificial neural networks. These computing elements are a generalization of the common logic gates used in conventional computing and, since they operate by comparing their total input with a threshold, this field of research is known as threshold logic.

### 2.1.1 Feed-forward and recurrent networks

Our review in the previous chapter of the characteristics and structure of biological neural networks provides us with the initial motivation for a deeper inquiry into the properties of networks of abstract neurons. From the viewpoint of the engineer, it is important to define how a network should behave, without having to specify completely all of its parameters, which are to be found in a learning process. Artificial neural networks are used in many cases as a black box: a certain input should produce a desired output, but how the network achieves this result is left to a self-organizing process.


Fig. 2.1. A neural network as a black box

In general we are interested in mapping an $n$-dimensional real input $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ to an $m$-dimensional real output $\left(y_{1}, y_{2}, \ldots, y_{m}\right)$. A neural
network thus behaves as a "mapping machine", capable of modeling a function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. If we look at the structure of the network being used, some aspects of its dynamics must be defined more precisely. When the function is evaluated with a network of primitive functions, information flows through the directed edges of the network. Some nodes compute values which are then transmitted as arguments for new computations. If there are no cycles in the network, the result of the whole computation is well-defined and we do not have to deal with the task of synchronizing the computing units. We just assume that the computations take place without delay.


Fig. 2.2. Function composition

If the network contains cycles, however, the computation is not uniquely defined by the interconnection pattern and the temporal dimension must be considered. When the output of a unit is fed back to the same unit, we are dealing with a recursive computation without an explicit halting condition. We must define what we expect from the network: is the fixed point of the recursive evaluation the desired result or one of the intermediate computations? To solve this problem we assume that every computation takes a certain amount of time at each node (for example a time unit). If the arguments for a unit have been transmitted at time $t$, its output will be produced at time $t+1$. A recursive computation can be stopped after a certain number of steps and the last computed output taken as the result of the recursive computation.


Fig. 2.3. Recursive evaluation

In this chapter we deal first with networks without cycles, in which the time dimension can be disregarded. Then we deal with recurrent networks and their temporal coordination. The first model we consider was proposed in 1943 by Warren McCulloch and Walter Pitts. Inspired by neurobiology they put forward a model of computation oriented towards the computational capabilities of real neurons and studied the question of abstracting universal concepts from specific perceptions [299].

We will avoid giving a general definition of a neural network at this point. So many models have been proposed which differ in so many respects that any definition trying to encompass this variety would be unnecessarily clumsy. As we show in this chapter, it is not necessary to start building neural networks with "high powered" computing units, as some authors do [384]. We will start our investigations with the general notion that a neural network is a network of functions in which synchronization can be considered explicitly or not.

### 2.1.2 The computing units

The nodes of the networks we consider will be called computing elements or simply units. We assume that the edges of the network transmit information in a predetermined direction and the number of incoming edges into a node is not restricted by some upper bound. This is called the unlimited fan-in property of our computing units.


Fig. 2.4. Evaluation of a function of $n$ arguments

The primitive function computed at each node is in general a function of $n$ arguments. Normally, however, we try to use very simple primitive functions of one argument at the nodes. This means that the incoming $n$ arguments have to be reduced to a single numerical value. Therefore computing units are split into two functional parts: an integration function $g$ reduces the $n$ arguments to a single value and the output or activation function $f$ produces the output of this node taking that single value as its argument. Figure 2.5 shows this general structure of the computing units. Usually the integration function $g$ is the addition function.


Fig. 2.5. Generic computing unit

McCulloch-Pitts networks are even simpler than this, because they use solely binary signals, i.e., ones or zeros. The nodes produce only binary results
and the edges transmit exclusively ones or zeros. The networks are composed of directed unweighted edges of excitatory or of inhibitory type. The latter are marked in diagrams using a small circle attached to the end of the edge. Each McCulloch-Pitts unit is also provided with a certain threshold value $\theta$.

At first sight the McCulloch-Pitts model seems very limited, since only binary information can be produced and transmitted, but it already contains all necessary features to implement the more complex models. Figure 2.6 shows an abstract McCulloch-Pitts computing unit. Following Minsky [311] it will be represented as a circle with a black half. Incoming edges arrive at the white half, outgoing edges leave from the black half. Outgoing edges can fan out any number of times.


Fig. 2.6. Diagram of a McCulloch-Pitts unit

The rule for evaluating the input to a McCulloch-Pitts unit is the following:

- Assume that a McCulloch-Pitts unit gets an input $x_{1}, x_{2}, \ldots, x_{n}$ through $n$ excitatory edges and an input $y_{1}, y_{2}, \ldots, y_{m}$ through $m$ inhibitory edges.
- If $m \geq 1$ and at least one of the signals $y_{1}, y_{2}, \ldots, y_{m}$ is 1 , the unit is inhibited and the result of the computation is 0 .
- Otherwise the total excitation $x=x_{1}+x_{2}+\cdots+x_{n}$ is computed and compared with the threshold $\theta$ of the unit (if $n=0$ then $x=0$ ). If $x \geq \theta$ the unit fires a 1 , if $x<\theta$ the result of the computation is 0 .

This rule implies that a McCulloch-Pitts unit can be inactivated by a single inhibitory signal, as is the case with some real neurons. When no inhibitory signals are present, the units act as a threshold gate capable of implementing many other logical functions of $n$ arguments.

Figure 2.7 shows the activation function of a unit, the so-called step function. This function changes discontinuously from zero to one at $\theta$. When $\theta$ is zero and no inhibitory signals are present, we have the case of a unit producing the constant output one. If $\theta$ is greater than the number of incoming excitatory edges, the unit will never fire.


Fig. 2.7. The step function with threshold $\theta$

In the following subsection we assume provisionally that there is no delay in the computation of the output.

### 2.2 Synthesis of Boolean functions

The power of threshold gates of the McCulloch-Pitts type can be illustrated by showing how to synthesize any given logical function of $n$ arguments. We deal firstly with the more simple kind of logic gates.

### 2.2.1 Conjunction, disjunction, negation

Mappings from $\{0,1\}^{n}$ onto $\{0,1\}$ are called logical or Boolean functions. Simple logical functions can be implemented directly with a single McCullochPitts unit. The output value 1 can be associated with the logical value true and 0 with the logical value false. It is straightforward to verify that the two units of Figure 2.8 compute the functions AND and OR respectively.



Fig. 2.8. Implementation of AND and OR gates

A single unit can compute the disjunction or the conjunction of $n$ arguments as is shown in Figure 2.9, where the conjunction of three and four arguments is computed by two units. The same kind of computation requires several conventional logic gates with two inputs. It should be clear from this simple example that threshold logic elements can reduce the complexity of the circuit used to implement a given logical function.
AND



Fig. 2.9. Generalized $A N D$ and $O R$ gates

As is well known, AND and OR gates alone cannot be combined to produce all logical functions of $n$ variables. Since uninhibited threshold logic elements are capable of implementing more general functions than conventional AND or OR gates, the question of whether they can be combined to produce all logical functions arises. Stated another way: is inhibition of McCulloch-Pitts units necessary or can it be dispensed with? The following proposition shows that it is necessary. A monotonic logical function $f$ of $n$ arguments is one whose value at two given $n$-dimensional points $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ is such that $f(x) \geq f(y)$ whenever the number of ones in the input $y$ is a subset of the ones in the input $x$. An example of a non-monotonic logical function of one argument is logical negation.

Proposition 1. Uninhibited threshold logic elements of the McCulloch-Pitts type can only implement monotonic logical functions.

Proof. An example shows the kind of argumentation needed. Assume that the input vector $(1,1, \ldots, 1)$ is assigned the function value 0 . Since no other vector can set more edges in the network to 1 than this vector does, any other input vector can also only be evaluated to 0 . In general, if the ones in the input vector $y$ are a subset of the ones in the input vector $x$, then the first cannot set more edges to 1 than $x$ does. This implies that $f(x) \geq f(y)$, as had to be shown.
$x_{1} \quad$ AND $\neg x_{2}$


NOR
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Fig. 2.10. Logical functions and their realization

The units of Figure 2.10 show the implementation of some non-monotonic logical functions requiring inhibitory connections. Logical negation, for example, can be computed using a McCulloch-Pitts unit with threshold 0 and an inhibitory edge. The other two functions can be verified by the reader.


Fig. 2.11. Function values of a logical function of three variables


Fig. 2.12. Separation of the input space for the OR function

### 2.2.2 Geometric interpretation

It is very instructive to visualize the kind of functions that can be computed with McCulloch-Pitts cells by using a diagram. Figure 2.11 shows the eight vertices of a three-dimensional unit cube. Each of the three logical variables $x_{1}, x_{2}$ and $x_{3}$ can assume one of two possible binary values. There are eight possible combinations, represented by the vertices of the cube. A logical function is just an assignment of a 0 or a 1 to each of the vertices. The figure shows one of these assignments. In the case of $n$ variables, the cube consists of $2^{n}$ vertices and admits $2^{2^{n}}$ different binary assignments.

McCulloch-Pitts units divide the input space into two half-spaces. For a given input ( $x_{1}, x_{2}, x_{3}$ ) and a threshold $\theta$ the condition $x_{1}+x_{2}+x_{3} \geq \theta$ is tested, which is true for all points to one side of the plane with the equation $x_{1}+x_{2}+x_{3}=\theta$ and false for all points to the other side (without including the plane itself in this case). Figure 2.12 shows this separation for the case in


Fig. 2.13. Separating planes of the OR and majority functions
which $\theta=1$, i.e., for the OR function. Only those vertices above the separating plane are labeled 1.

The majority function of three variables divides input space in a similar manner, but the separating plane is given by the equation $x_{1}+x_{2}+x_{3}=2$. Figure 2.13 shows the additional plane. The planes are always parallel in the case of McCulloch-Pitts units. Non-parallel separating planes can only be produced using weighted edges.

### 2.2.3 Constructive synthesis

Every logical function of $n$ variables can be written in tabular form. The value of the function is written down for every one of the possible binary combinations of the $n$ inputs. If we want to build a network to compute this function, it should have $n$ inputs and one output. The network must associate each input vector with the correct output value. If the number of computing units is not limited in some way, it is always possible to build or synthesize a network which computes this function. The constructive proof of this proposition profits from the fact that McCulloch-Pitts units can be used as binary decoders.

Consider for example the vector $(1,0,1)$. It is the only one which fulfills the condition $x_{1} \wedge \neg x_{2} \wedge x_{3}$. This condition can be tested by a single computing unit (Figure 2.14). Since only the vector $(1,0,1)$ makes this unit fire, the unit is a decoder for this input.

Assume that a function $F$ of three arguments has been defined according to the following table:

To compute this function it is only necessary to decode all those vectors for which the function's value is 1 . Figure 2.15 shows a network capable of computing the function $F$.


Fig. 2.14. Decoder for the vector $(1,0,1)$

| input vectors | $F$ |
| :---: | :--- |
| $(0,0,1)$ | 1 |
| $(0,1,0)$ | 1 |
| all others | 0 |



Fig. 2.15. Synthesis of the function $F$

The individual units in the first layer of the composite network are decoders. For each vector for which $F$ is 1 a decoder is used. In our case we need just two decoders. Components of each vector which must be 0 are transmitted with inhibitory edges, components which must be 1 with excitatory ones. The threshold of each unit is equal to the number of bits equal to 1 that must be present in the desired input vector. The last unit to the right is a disjunction: if any one of the specified vectors can be decoded this unit fires a 1.

It is straightforward to extend this constructive method to other Boolean functions of any other dimension. This leads to the following proposition:
Proposition 2. Any logical function $F:\{0,1\}^{n} \rightarrow\{0,1\}$ can be computed with a McCulloch-Pitts network of two layers.

No attempt has been made here to minimize the number of computing units. In fact, we need as many decoders as there are ones in the table of function values. An alternative to this simple constructive method is to use harmonic analysis of logical functions, as will be shown in Sect. 2.5.

We can also consider the minimal possible set of building blocks needed to implement arbitrary logical functions when the fan-in of the units is bounded
in some way. The circuits of Figure 2.14 and Figure 2.15 use decoders of $n$ inputs. These decoders can be built of simpler cells, for example, two units capable of respectively implementing the AND function and negation. Inhibitory connections in the decoders can be replaced with a negation gate. The output of the decoders is collected at a conjunctive unit. The decoder of Figure 2.14 can be implemented as shown in Figure 2.16. The only difference from the previous decoder are the negated inputs and the higher threshold in the AND unit. All decoders for a row of the table of a logical function can be designed in a similar way. This immediately leads to the following proposition:

Proposition 3. All logical functions can be implemented with a network composed of units which exclusively compute the AND, OR, and NOT functions.

The three units AND, NOT and OR are called a logical basis because of this property. Since OR can be implemented using AND and NOT units, these two alone constitute a logical basis. The same happens with OR and NOT units. John von Neumann showed that through a redundant coding of the inputs (each variable is transmitted through two lines) AND and OR units alone can constitute a logical basis [326].


Fig. 2.16. A composite decoder for the vector $(0,0,1)$

### 2.3 Equivalent networks

We can build simpler circuits by using units with more general properties, for example weighted edges and relative inhibition. However, as we show in this section, circuits of McCulloch-Pitts units can emulate circuits built out of high-powered units by exploiting the trade-off between the complexity of the network versus the complexity of the computing units.

### 2.3.1 Weighted and unweighted networks

Since McCulloch-Pitts networks do not use weighted edges the question of whether weighted networks are more general than unweighted ones must be answered. A simple example shows that both kinds of networks are equivalent.

Assume that three weighted edges converge on the unit shown in Figure 2.17. The unit computes


Fig. 2.17. Weighted unit

$$
0.2 x_{1}+0.4 x_{2}+0.3 x_{3} \geq 0.7
$$

But this is equivalent to

$$
2 x_{1}+4 x_{2}+3 x_{3} \geq 7
$$

and this computation can be performed with the network of Figure 2.18.


Fig. 2.18. Equivalent computing unit

The figure shows that positive rational weights can be simulated by simply fanning-out the edges of the network the required number of times. This means that we can either use weighted edges or go for a more complex topology of the network, with many redundant edges. The same can be done in the case of irrational weights if the number of input vectors is finite (see Chap. 3, Exercise 3).

### 2.3.2 Absolute and relative inhibition

In the last subsection we dealt only with the case of positive weights. Two classes of inhibition can be identified: absolute inhibition corresponds to the one used in McCulloch-Pitts units. Relative inhibition corresponds to the case of edges weighted with a negative factor and whose effect is to lower the firing threshold when a 1 is transmitted through this edge.

Proposition 4. Networks of McCulloch-Pitts units are equivalent to networks with relative inhibition.

Proof. It is only necessary to show that each unit in a network where relative inhibition is used is equivalent to one or more units in a network where absolute inhibition is used. It is clear that it is possible to implement absolute inhibition with relative inhibitory edges. If the threshold of a unit is the integer $m$ and if $n$ excitatory edges impinge on it, the maximum possible total excitation for this unit is $n-m$. If $m \geq n$ the unit never fires and the inhibitory edge is irrelevant. It suffices to fan out the inhibitory edge $n-m+1$ times and make all these edges meet at the unit. When a 1 is transmitted through the inhibitory edges the total amount of inhibition is $n-m+1$ and this shuts down the unit. To prove that relative inhibitory edges can be simulated with absolute inhibitory ones, refer to Figure 2.19. The network to the left contains a relative inhibitory edge, the network to the right absolute inhibitory ones. The reader can verify that the two networks are equivalent. Relative inhibitory edges correspond to edges weighted with -1 . We can also accept any other negative weight $w$. In that case the threshold of the unit to the right of Figure 2.19 should be $m+w$ instead of $m+1$. Therefore networks with negative weights can be simulated using unweighted McCulloch-Pitts elements.
relative inhibition
equivalent circuit with absolute inhibition



Fig. 2.19. Two equivalent networks

As shown above, we can implement any kind of logical function using unweighted networks. What we trade is the simplicity of the building blocks for a more convoluted topology of the network. Later we will always use weighted networks in order to simplify the topology.

### 2.3.3 Binary signals and pulse coding

An additional question which can be raised is whether binary signals are not a very limited coding strategy. Are networks in which the communication channels adopt any of ten or fifteen different states more efficient than channels which adopt only two states, as in McCulloch-Pitts networks? To give an
answer we must consider that unit states have a price, in biological networks as well as in artificial ones. The transmitted information must be optimized using the number of available switching states.


Fig. 2.20. Number of representable values as a function of the base

Assume that the number of states per communication channel is $b$ and that $c$ channels are used to input information. The cost $K$ of the implementation is proportional to both quantities, i.e., $K=\gamma b c$, where $\gamma$ is a proportionality constant. Using $c$ channels with $b$ states, $b^{c}$ different numbers can be represented. This means that $c=K / \gamma b$ and, if we set $\kappa=K / \gamma$, we are seeking the numerical base $b$ which optimizes the function $b^{\kappa / b}$. Since we assume constant cost, $\kappa$ is a constant. Figure 2.20 shows that the optimal value for $b$ is the Euler constant e. Since the number of channel states must be an integer, three states would provide a good approximation to the optimal coding strategy. However, in electronic and biological systems decoding of the signal plays such an important role that the choice of two states per channel becomes a better alternative.

Wiener arrived at a similar conclusion through a somewhat different argument [452]. The binary nature of information transmission in the nervous system seems to be an efficient way to transport signals. However, in the next chapters we will assume that the communication channels can transport arbitrary real numbers. This makes the analysis simpler than when we have to deal explicitly with frequency modulated signals, but does not lead to a minimization of the resources needed for a technical implementation. Some researchers prefer to work with so-called weightless networks which operate exclusively with binary data.

### 2.4 Recurrent networks

We have already shown that feed-forward networks can implement arbitrary logical functions. In this case the dimension of the input and output data is predetermined. In many cases, though, we want to perform computations on an input of variable length, for example, when adding two binary numbers being fed bit for bit into a network, which in turn produces the bits of the result one after the other. A feed-forward network cannot solve this problem because it is not capable of keeping track of previous results and, in the case of addition, the carry bit must be stored in order to be reused. This kind of problem can be solved using recurrent networks, i.e., networks whose partial computations are recycled through the network itself. Cycles in the topology of the network make storage and reuse of signals possible for a certain amount of time after they are produced.

### 2.4.1 Stored state networks

McCulloch-Pitts units can be used in recurrent networks by introducing a temporal factor in the computation. We will assume that computation of the activation of each unit consumes a time unit. If the input arrives at time $t$ the result is produced at time $t+1$. Up to now, we have been working with units which produce results without delay. The numerical capabilities of any feed-forward network with instantaneous computation at the nodes can be reproduced by networks of units with delay. We only have to take care to coordinate the arrival of the input values at the nodes. This could make the introduction of additional computing elements necessary, whose sole mission is to insert the necessary delays for the coordinated arrival of information. This is the same problem that any computer with clocked elements has to deal with.


Fig. 2.21. Network for a binary scaler

Figure 2.21 shows a simple example of a recurrent circuit. The network processes a sequence of bits, giving off one bit of output for every bit of input, but in such a way that any two consecutive ones are transformed into the sequence 10 . The binary sequence 00110110 is transformed for example into the sequence 00100100. The network recognizes only two consecutive ones separated by at least a zero from a similar block.

### 2.4.2 Finite automata

The network discussed in the previous subsection is an example of an automaton. This is an abstract device capable of assuming different states which change according to the received input. The automaton also produces an output according to its momentary state. In the previous example, the state of the automaton is the specific combination of signals circulating in the network at any given time. The set of possible states corresponds to the set of all possible combinations of signals traveling through the network.


Fig. 2.22. State tables for a binary delay

Finite automata can take only a finite set of possible states and can react only to a finite set of input signals. The state transitions and the output of an automaton can be specified with a table, like the one shown in Figure 2.22. This table defines an automaton which accepts a binary signal at time $t$ and produces an output at time $t+1$. The automaton has two states, $Q_{0}$ and $Q_{1}$, and accepts only the values 0 or 1 . The first table shows the state transitions, corresponding to each input and each state. The second table shows the output values corresponding to the given state and input. From the table we can see that the automaton switches from state $Q_{0}$ to state $Q_{1}$ after accepting the input 1 . If the input bit is a 0 , the automaton remains in state $Q_{0}$. If the state of the automaton is $Q_{1}$ the output at time $t+1$ is 1 regardless of whether 1 or 0 was given as input at time $t$. All other possibilities are covered by the rest of the entries in the two tables.

The diagram in Figure 2.23 shows how the automaton works. The values at the beginning of the arrows represent an input bit for the automaton. The values in the middle of the arrows are the output bits produced after each
new input. An input of 1 , for example, produces the transition from state $Q_{0}$ to state $Q_{1}$ and the output 0 . The input 0 produces a transition to state $Q_{0}$. The automaton is thus one that stores only the last bit of input in its current state.


Fig. 2.23. Diagram of a finite automaton

Finite automata without input from the outside, i.e., free-wheeling automata, unavoidably fall in an infinite loop or reach a final constant state. This is why finite automata cannot cover all computable functions, for whose computation an infinite number of states are needed. A Turing machine achieves this through an infinite storage band which provides enough space for all computations. Even a simple problem like the multiplication of two arbitrary binary numbers presented sequentially cannot be solved by a finite automaton. Although our computers are finite automata, the number of possible states is so large that we consider them as universal computing devices for all practical purposes.

### 2.4.3 Finite automata and recurrent networks

We now show that finite automata and recurrent networks of McCulloch-Pitts units are equivalent. We use a variation of a constructive proof due to Minsky [311].

Proposition 5. Any finite automaton can be simulated with a network of McCulloch-Pitts units.

Proof. Figure 2.24 is a diagram of the network needed for the proof. Assume that the input signals are transmitted through the input lines $I_{1}$ to $I_{m}$ and at each moment $t$ only one of these lines is conducting a 1 . All other input lines are passive (set to 0 ). Assume that the network starts in a well-defined


Fig. 2.24. Implementation of a finite automaton with McCulloch-Pitts units
state $Q_{i}$. This means that one, and only one, of the lines labeled $Q_{1}, \ldots, Q_{n}$ is set to 1 and the others to 0 . At time $t+1$ only one of the AND units can produce a 1 , namely the one in which both input and state line are set to 1 . The state transition is controlled by the ad hoc connections defined by the user in the upper box. If, for example, the input $I_{1}$ and the state $Q_{1}$ at time $t$ produce the transition to state $Q_{2}$ at time $t+1$, then we have to connect the output of the upper left AND unit to the input of the OR unit with the output line named $Q_{2}$ (dotted line in the diagram). This output will become active at time $t+2$. At this stage a new input line must be set to 1 (for example $I_{2}$ ) and a new state transition will be computed ( $Q_{n}$ in our example). The connections required to produce the desired output are defined in a similar way. This can be controlled by connecting the output of each AND unit to
the corresponding output line $O_{1}, \ldots, O_{k}$ using a box of ad hoc connections similar to the one already described.

A disadvantage of this constructive method is that each simulated finite automaton requires a special set of connections in the upper and lower boxes. It is better to define a universal network capable of simulating any other finite automaton without having to change the topology of the network (under the assumption of an upper bound for the size of the simulated automata). This is indeed an active field of research in which networks learn to simulate automata [408]. The necessary network parameters are found by a learning algorithm. In the case of McCulloch-Pitts units the available degrees of freedom are given by the topology of the network.

### 2.4.4 A first classification of neural networks

The networks described in this chapter allow us to propose a preliminary taxonomy of the networks we will discuss in this book. The first clear separation line runs between weighted and unweighted networks. It has already been shown that both classes of models are equivalent. The main difference is the kind of learning algorithm that can be used. In unweighted networks only the thresholds and the connectivity can be adapted. In weighted networks the topology is not usually modified during learning (although we will see some algorithms capable of doing this) and only an optimal combination of weights is sought.

The second clear separation is between synchronous and asynchronous models. In synchronous models the output of all elements is computed instantaneously. This is always possible if the topology of the network does not contain cycles. In some cases the models contain layers of computing units and the activity of the units in each layer is computed one after the other, but in each layer simultaneously. Asynchronous models compute the activity of each unit independently of all others and at different stochastically selected times (as in Hopfield networks). In these kinds of models, cycles in the underlying connection graph pose no particular problem.


Fig. 2.25. A unit with stored state $Q$

Finally, we can distinguish between models with or without stored unit states. In Figure 2.5 we gave an example of a unit without stored state. Figure 2.25 shows a unit in which a state $Q$ is stored after each computation.

The state $Q$ can modify the output of the unit in the following activation. If the number of states and possible inputs is finite, we are dealing with a finite automaton. Since any finite automaton can be simulated by a network of computing elements without memory, these units with a stored state can be substituted by a network of McCulloch-Pitts units. Networks with storedstate units are thus equivalent to networks without stored-state units. Data is stored in the network itself and in its pattern of recursion.

It can be also shown that time varying weights and thresholds can be implemented in a network of McCulloch-Pitts units using cycles, so that networks with time varying weights and thresholds are equivalent to networks with constant parameters, whenever recursion is allowed.

### 2.5 Harmonic analysis of logical functions

An interesting alternative for the automatic synthesis of logic functions and for a quantification of their implementation complexity is to do an analysis of the distribution of its non-zero values using the tools of harmonic analysis. Since we can tabulate the values of a logical function in a sequence, we can think of it as a one-dimensional function whose fundamental "frequencies" can be extracted using the appropriate mathematical tools. We will first deal with this problem in a totally general setting and then show that the HadamardWalsh transform is the tool we are looking for.

### 2.5.1 General expression

Assume that we are interested in expressing a function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ as a linear combination of $n$ functions $f_{1}, f_{2}, \ldots, f_{n}$ using the $n$ constants $a_{1}, a_{2}, \ldots, a_{n}$ in the following form

$$
f=a_{1} f_{1}+a_{2} f_{2}+\cdots+a_{n} f_{n}
$$

The domain and range of definition are the same for $f$ and the base functions.
We can determine the quadratic error $E$ of the approximation in the whole domain of definition $V$ for given constants $a_{1}, \ldots, a_{n}$ by computing

$$
E=\int_{V}\left(f-\left(a_{1} f_{1}+a_{2} f_{2}+\cdots+a_{n} f_{n}\right)\right)^{2} d V
$$

Here we are assuming that $f$ and the functions $f_{i}, i=1, \ldots, n$, are integrable in its domain of definition $V$. Since we want to minimize the quadratic error $E$ we compute the partial derivatives of $E$ with respect to $a_{1}, a_{2}, \ldots, a_{n}$ and set them to zero:

$$
\frac{d E}{d a_{i}}=-2 \int_{V} f_{i}\left(f-a_{1} f_{1}-a_{2} f_{2}-\cdots-a_{n} f_{n}\right) d V=0, \text { for } i=1, \ldots, n
$$

This leads to the following set of $n$ equations expressed in a simplified notation:

$$
a_{1} \int f_{i} f_{1}+a_{2} \int f_{i} f_{2}+\cdots+a_{n} \int f_{i} f_{n}=\int f_{i} f, \text { for } i=1, \ldots, n
$$

Expressed in matrix form the set of equations becomes:

$$
\left(\begin{array}{llll}
\int f_{1} f_{1} & \int f_{1} f_{2} & \cdots & \int f_{1} f_{n} \\
\int f_{2} f_{1} & \int f_{2} f_{2} & & \int f_{2} f_{n} \\
\vdots & & \ddots & \vdots \\
\int f_{n} f_{1} & \int f_{n} f_{2} & \cdots & \int f_{n} f_{n}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{l}
\int f_{1} f \\
\int f_{2} f \\
\vdots \\
\int f_{n} f
\end{array}\right)
$$

This expression is very general. The only assumption we have used is the integrability of the partial products of the form $f_{i} f_{j}$ and $f_{i} f$. Since no special assumptions on the integral were used, it is also possible to use a discrete version of this equation. Assume that the function $f$ has been defined at $m$ points and let the symbol $\sum f_{i} f_{j}$ stand for $\sum_{k=1}^{m} f_{i}\left(x_{k}\right) f_{j}\left(x_{k}\right)$. In this case the above expression transforms to

$$
\left(\begin{array}{cccc}
\sum f_{1} f_{1} & \sum f_{1} f_{2} & \cdots & \sum f_{1} f_{n} \\
\sum f_{2} f_{1} & \sum f_{2} f_{2} & & \sum f_{2} f_{n} \\
\vdots & & \ddots & \vdots \\
\sum f_{n} f_{1} & \sum f_{n} f_{2} & \cdots & \sum f_{n} f_{n}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{l}
\sum f_{1} f \\
\sum f_{2} f \\
\vdots \\
\sum f_{n} f
\end{array}\right)
$$

The general formula for the polynomial approximation of $m$ data points $\left(x_{1}, y_{1}\right), \ldots,\left(x_{m}, y_{m}\right)$ using the primitive functions $x^{0}, x^{1}, x^{2}, \ldots, x^{n-1}$ translates directly into

$$
\left(\begin{array}{lcll}
m & \sum x_{i} & \cdots & \sum x_{i}^{n-1} \\
\sum x_{i} & \sum x_{i}^{2} & & \sum x_{i}^{n} \\
\vdots & & \ddots & \vdots \\
\sum x_{i}^{n-1} & \sum x_{i}^{n} & \cdots & \sum x_{i}^{2 n-2}
\end{array}\right)\left(\begin{array}{l}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{l}
\sum y_{i} \\
\sum x_{i} y_{i} \\
\vdots \\
\sum x_{i}^{n-1} y_{i}
\end{array}\right)
$$

In the case of base functions that are mutually orthogonal, the integrals $\int f_{k} f_{j}$ vanish when $k \neq j$. In this case the $n \times n$ matrix is diagonal and the above equation becomes very simple. Assume, as in the case of the Fourier transform, that the functions are sines and cosines of the form $\sin \left(k_{i} x\right)$ and $\cos \left(k_{j} x\right)$. Assume that no two sine functions have the same integer wave number $k_{i}$ and no two cosine functions the same integer wave number $k_{j}$. In this case the integral $\int_{0}^{2 \pi} \sin \left(k_{i} x\right) \sin \left(k_{j} x\right)$ is equal to $\pi$, whenever $i=j$, otherwise it vanishes. The same is true for the cosine functions. The expression transforms then to

$$
\pi\left(\begin{array}{l}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{l}
\int f_{1} f \\
\int f_{2} f \\
\vdots \\
\int f_{n} f
\end{array}\right)
$$

which is just another way of computing the coefficients for the Fourier approximation of the function $f$.

### 2.5.2 The Hadamard-Walsh transform

In our case we are interested in expressing Boolean functions in terms of a set of primitive functions. We adopt bipolar coding, so that now the logical value false is represented by -1 and the logical value true by 1 . In the case of $n$ logical variables $x_{1}, \ldots, x_{n}$ and the logical functions defined on them, we can use the following set of $2^{n}$ primitive functions:

- The constant function $\left(x_{1}, \ldots, x_{n}\right) \mapsto 1$
- The $\binom{n}{k}$ monomials $\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{l_{1}} x_{l_{2}} \cdots x_{l_{k}}$, where $k=1, \ldots, n$ and $l_{1}, l_{2}, \ldots, l_{k}$ is a set of $k$ different indices in $\{1,2, \ldots, n\}$
All these functions are mutually orthogonal. In the case of two input variables the transformation becomes:

$$
4\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4}
\end{array}\right)=\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3} \\
f_{4}
\end{array}\right)
$$

In the general case we compute $2^{n}$ coefficients using the formula

$$
\left(\begin{array}{l}
a_{1} \\
a_{2} \\
\vdots \\
a_{2^{n}}
\end{array}\right)=H_{n}\left(\begin{array}{l}
f_{1} \\
f_{2} \\
\vdots \\
f_{2^{n}}
\end{array}\right)
$$

where the matrix $H_{n}$ is defined recursively as

$$
H_{n}=\frac{1}{2}\left(\begin{array}{rr}
H_{n-1} & H_{n-1} \\
-H_{n-1} & H_{n-1}
\end{array}\right)
$$

whereby

$$
H_{1}=\frac{1}{2}\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

The AND function can be expressed using this simple prescription as

$$
x_{1} \wedge x_{2}=\frac{1}{4}\left(-2+2 x_{1}+2 x_{2}+2 x_{1} x_{2}\right)
$$

The coefficients are the result of the following computation:

$$
\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3} \\
a_{4}
\end{array}\right)=\frac{1}{4}\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3} \\
f_{4}
\end{array}\right)
$$

The expressions obtained for the logical functions can be wired as networks using weighted edges and only two operations, addition and binary multiplication. The Hadamard-Walsh transform is consequently a method for the synthesis of Boolean functions. The next step, that is, the optimization of the number of components, demands additional techniques which have been extensively studied in the field of combinatorics.

### 2.5.3 Applications of threshold logic

Threshold units can be used in any application in which we want to reduce the execution time of a logic operation to possibly just two layers of computational delay without employing a huge number of computing elements. It has been shown that the parity and majority functions, for example, cannot be implemented in a fixed number of layers of computation without using an exponentially growing number of conventional logic gates [148, 464], even when unbounded fan-in is used. The majority function $k$ out of $n$ is a threshold function implementable with just a single McCulloch-Pitts unit. Although circuits built from $n$ threshold units can be built using a polynomial number $P(n)$ of conventional gates the main difference is that conventional circuits cannot guarantee a constant delay. With threshold elements we can build multiplication or division circuits that guarantee a constant delay for 32 or 64 -bit operands. Any symmetric Boolean function of $n$ bits can in fact be built from two layers of computing units using $n+1$ gates [407]. Some authors have developed circuits of threshold networks for fast multiplication and division, which are capable of operating with constant delay for a variable number of data bits [405]. Threshold logic offers thus the possibility of harnessing parallelism at the level of the basic arithmetic operations.


Fig. 2.26. Fault-tolerant gate

Threshold logic also offers a simpler way to achieve fault-tolerance. Figure 2.26 shows an example of a unit that can be used to compute the conjunction of three inputs with inherent fault tolerance. Assume that three inputs $x_{1}, x_{2}, x_{3}$ can be transmitted, each with probability $p$ of error. The probability of a false result when $x_{1}, x_{2}$ and $x_{3}$ are equal, and we are computing the conjunction of the three inputs, is $3 p$, since we assume that all three values are transmitted independently of each other. But assume that we transmit
each value using two independent lines. The gate of Figure 2.26 has a threshold of 5 , that is, it will produce the correct result even in the case where an input value is transmitted with an error. The probability that exactly two ones arrive as zeros is $p^{2}$ and, since there are 15 combinations of two out of six lines, the probability of getting the wrong answer is $15 p^{2}$ in this case. If $p$ is small enough then $15 p^{2}<3 p$ and the performance of the gate is improved for this combination of input values. Other combinations can be analyzed in a similar way. If threshold units are more reliable than the communication channels, redundancy can be exploited to increase the reliability of any computing system.


Fig. 2.27. A fault-tolerant AND built of noisy components

When the computing units are unreliable, fault tolerance is achieved using redundant networks. Figure 2.27 is an example of a network built using four units. Assume that the first three units connected directly to the three bits of input $x_{1}, x_{2}, x_{3}$ all fire with probability 1 when the total excitation is greater than or equal to the threshold $\theta$ but also with probability $p$ when it is $\theta-1$. The duplicated connections add redundancy to the transmitted bit, but in such a way that all three units fire with probability one when the three bits are 1 . Each unit also fires with probability $p$ if two out of three inputs are 1. However each unit reacts to a different combination. The last unit, finally, is also noisy and fires any time the three units in the first level fire and also with probability $p$ when two of them fire. Since, in the first level, at most one unit fires when just two inputs are set to 1 , the third unit will only fire when all three inputs are 1 . This makes the logical circuit, the AND function of three inputs, built out of unreliable components error-proof. The network can be simplified using the approach illustrated in Figure 2.26.

### 2.6 Historical and bibliographical remarks

Warren McCulloch started pondering networks of artificial neurons as early as 1927 but had problems formulating a general, biologically plausible model since at that time inhibition in neurons had not yet been confirmed. He also had problems with the mathematical treatment of recurrent networks. Inhibition and recurrent pathways in the brain were confirmed in the 1930s and this cleared the way for McCulloch's investigations.

The McCulloch-Pitts model was proposed at a time when Norbert Wiener and Arturo Rosenblueth had started discussing the important role of feedback in biological systems and servomechanisms [301]. Wiener and his circle had published some of these ideas in 1943 [297]. Wiener's book Cybernetics, which was the first best-seller in the field of Artificial Intelligence, is the most influential work of this period. The word cybernetics was coined by Wiener and was intended to underline the importance of adaptive control in living and artificial systems. Wiener himself was a polymath, capable of doing first class research in mathematics as well as in other fields, such as physiology and medicine.

McCulloch and Pitts' model was superseded rapidly by more powerful approaches. Although threshold elements are, from the combinatorial point of view, more versatile than conventional logic gates, there is a problem with the assumed unlimited fan-in. Current technology has been optimized to handle a limited number of incoming signals into a gate. A possible way of circumventing the electrical difficulties could be the use of optical computing elements capable of providing unlimited fan-in [278]. Another alternative is the definition of a maximal fan-in for threshold elements that could be produced using conventional technology. Some experiments have been conducted in this direction and computers have been designed using exclusively threshold logic elements. The DONUT computer of Lewis and Coates was built in the 1960s using 614 gates with a maximal fan-in of 15 . The same processor built with NOR gates with a maximal fan-in of 4 required 2127 gates, a factor of approximately 3.5 more components than in the former case [271].

John von Neumann [326] extensively discussed the model of McCulloch and Pitts and looked carefully at its fault tolerance properties. He examined the question of how to build a reliable computing mechanism built of unreliable components. However, he dealt mainly with the redundant coding of the units' outputs and a canonical building block, whereas McCulloch and his collaborator Manuel Blum later showed how to build reliable networks out of general noisy threshold elements [300]. Winograd and Cowan generalized this approach by replicating modules according to the requirements of an errorcorrecting code [458]. They showed that sparse coding of the input signals, coupled with error correction, makes possible fault-tolerant networks even in the presence of transmission or computational noise [94].

## Exercises

1. Design a McCulloch-Pitts unit capable of recognizing the letter "T" digitized in a $10 \times 10$ array of pixels. Dark pixels should be coded as ones, white pixels as zeroes.
2. Build a recurrent network capable of adding two sequential streams of bits of arbitrary finite length.
3. Show that no finite automaton can compute the product of two sequential streams of bits of arbitrary finite length.
4. The parity of $n$ given bits is 1 if an odd number of them is equal to 1 , otherwise it is 0 . Build a network of McCulloch-Pitts units capable of computing the parity function of two, three, and four given bits.
5. How many possible states can assume the binary scaler in Figure 2.21? Write the state and output tables for an equivalent finite automaton.
6. Design a network like the one shown in Figure 2.24 capable of simulating the finite automaton of the previous exercise.
7. Find polynomial expressions corresponding to the OR and XOR Boolean functions using the Hadamard-Walsh transform.
8. Show that the Hadamard-Walsh transform can be computed recursively, so that the number of multiplications becomes $O(n \log n)$, where $n$ is the dimension of the vectors transformed (with $n$ a power of two).
9. What is the probability of error in the case of the fault-tolerant gate shown in Figure 2.26? Consider one, two, and three faulty input bits.
10. The network in Figure 2.27 consists of unreliable computing units. Simplify the network. What happens if the units and the transmission channels are unreliable?

## Weighted Networks - The Perceptron

### 3.1 Perceptrons and parallel processing

In the previous chapter we arrived at the conclusion that McCulloch-Pitts units can be used to build networks capable of computing any logical function and of simulating any finite automaton. From the biological point of view, however, the types of network that can be built are not very relevant. The computing units are too similar to conventional logic gates and the network must be completely specified before it can be used. There are no free parameters which could be adjusted to suit different problems. Learning can only be implemented by modifying the connection pattern of the network and the thresholds of the units, but this is necessarily more complex than just adjusting numerical parameters. For that reason, we turn our attention to weighted networks and consider their most relevant properties. In the last section of this chapter we show that simple weighted networks can provide a computational model for regular neuronal structures in the nervous system.

### 3.1.1 Perceptrons as weighted threshold elements

In 1958 Frank Rosenblatt, an American psychologist, proposed the perceptron, a more general computational model than McCulloch-Pitts units. The essential innovation was the introduction of numerical weights and a special interconnection pattern. In the original Rosenblatt model the computing units are threshold elements and the connectivity is determined stochastically. Learning takes place by adapting the weights of the network with a numerical algorithm. Rosenblatt's model was refined and perfected in the 1960s and its computational properties were carefully analyzed by Minsky and Papert [312]. In the following, Rosenblatt's model will be called the classical perceptron and the model analyzed by Minsky and Papert the perceptron.

The classical perceptron is in fact a whole network for the solution of certain pattern recognition problems. In Figure 3.1 a projection surface called the
retina transmits binary values to a layer of computing units in the projection area. The connections from the retina to the projection units are deterministic and non-adaptive. The connections to the second layer of computing elements and from the second to the third are stochastically selected in order to make the model biologically plausible. The idea is to train the system to recognize certain input patterns in the connection region, which in turn leads to the appropriate path through the connections to the reaction layer. The learning algorithm must derive suitable weights for the connections.


Fig. 3.1. The classical perceptron [after Rosenblatt 1958]

Rosenblatt's model can only be understood by first analyzing the elementary computing units. From a formal point of view, the only difference between McCulloch-Pitts elements and perceptrons is the presence of weights in the networks. Rosenblatt also studied models with some other differences, such as putting a limit on the maximum acceptable fan-in of the units.

Minsky and Papert distilled the essential features from Rosenblatt's model in order to study the computational capabilities of the perceptron under different assumptions. In the model used by these authors there is also a retina of pixels with binary values on which patterns are projected. Some pixels from the retina are directly connected to logic elements called predicates which can compute a single bit according to the input. Interestingly, these predicates can be as computationally complex as we like; for example, each predicate could be implemented using a supercomputer. There are some constraints however, such as the number of points in the retina that can be simultaneously examined by each predicate or the distance between those points. The predicates transmit their binary values to a weighted threshold element which is in charge of reaching the final decision in a pattern recognition problem. The question is then, what kind of patterns can be recognized in this massively parallel manner using a single threshold element at the output of the network? Are there limits to what we can compute in parallel using unlimited processing power
for each predicate, when each predicate cannot itself look at the whole retina? The answer to this problem in some ways resembles the speedup problem in parallel processing, in which we ask what percentage of a computational task can be parallelized and what percentage is inherently sequential.


Fig. 3.2. Predicates and weights of a perceptron

Figure 3.2 illustrates the model discussed by Minsky and Papert. The predicates $P_{1}$ to $P_{4}$ deliver information about the points in the projection surface that comprise their receptive fields. The only restriction on the computational capabilities of the predicates is that they produce a binary value and the receptive field cannot cover the whole retina. The threshold element collects the outputs of the predicates through weighted edges and computes the final decision. The system consists in general of $n$ predicates $P_{1}, P_{2}, \ldots, P_{n}$ and the corresponding weights $w_{1}, w_{2}, \ldots, w_{n}$. The system fires only when $\sum_{i=1}^{n} w_{i} P_{i} \geq \theta$, where $\theta$ is the threshold of the computing unit at the output.

### 3.1.2 Computational limits of the perceptron model

Minsky and Papert used their simplified perceptron model to investigate the computational capabilities of weighted networks. Early experiments with Rosenblatt's model had aroused unrealistic expectations in some quarters, and there was no clear understanding of the class of pattern recognition problems which it could solve efficiently. To explore this matter the number of predicates in the system is fixed, and although they possess unbounded computational power, the final bottleneck is the parallel computation with a single threshold element. This forces each processor to cooperate by producing a partial result pertinent to the global decision. The question now is which problems can be solved in this way and which cannot.

The system considered by Minsky and Papert at first appears to be a strong simplification of parallel decision processes, but it contains some of the most important elements differentiating between sequential and parallel processing. It is known that when some algorithms are parallelized, an irreducible sequential component sometimes limits the maximum achievable speedup. The mathematical relation between speedup and irreducible sequential portion of an algorithm is known as Amdahl's law [187]. In the model considered above the central question is, are there pattern recognition problems in which we are forced to analyze sequentially the output of the predicates associated with each receptive field or not? Minsky and Papert showed that problems of this kind do indeed exist which cannot be solved by a single perceptron acting as the last decision unit.

The limits imposed on the receptive fields of the predicates are based on realistic assumptions. The predicates are fixed in advance and the pattern recognition problem can be made arbitrarily large (by expanding the retina). According to the number of points and their connections to the predicates, Minsky and Papert differentiated between

- Diameter limited perceptrons: the receptive field of each predicate has a limited diameter.
- Perceptrons of limited order: each receptive field can only contain up to a certain maximum number of points.
- Stochastic perceptrons: each receptive field consists of a number of randomly chosen points

Some patterns are more difficult to identify than others and this structural classification of perceptrons is a first attempt at defining something like complexity classes for pattern recognition. Connectedness is an example of a property that cannot be recognized by constrained systems.

Proposition 6. No diameter limited perceptron can decide whether a geometric figure is connected or not.


Proof. We proceed by contradiction, assuming that a perceptron can decide whether a figure is connected or not. Consider the four patterns shown above; notice that only the middle two are connected.

Since the diameters of the receptive fields are limited, the patterns can be stretched horizontally in such a way that no single receptive field contains points from both the left and the right ends of the patterns. In this case
we have three different groups of predicates: the first group consists of those predicates whose receptive fields contain points from the left side of a pattern. Predicates of the second group are those whose receptive fields cover the right side of a pattern. All other predicates belong to the third group. In Figure 3.3 the receptive fields of the predicates are represented by circles.


Fig. 3.3. Receptive fields of predicates

All predicates are connected to a threshold element through weighted edges which we denote by the letter $w$ with an index. The threshold element decides whether a figure is connected or not by performing the computation

$$
S=\sum_{P_{i} \in \text { group 1 }} w_{1 i} P_{i}+\sum_{P_{i} \in \text { group } 2} w_{2 i} P_{i}+\sum_{P_{i} \in \text { group } 3} w_{3 i} P_{i}-\theta \geq 0
$$

If $S$ is positive the figure is recognized as connected, as is the case, for example, in Figure 3.3.

If the disconnected pattern $A$ is analyzed, then we should have $S<0$. Pattern $A$ can be transformed into pattern $B$ without affecting the output of the predicates of group 3, which do not recognize the difference since their receptive fields do not cover the sides of the figures. The predicates of group 2 adjust their outputs by $\Delta_{2} S$ so that now

$$
S+\Delta_{2} S \geq 0 \Rightarrow \Delta_{2} S \geq-S
$$

If pattern $A$ is transformed into pattern $C$, the predicates of group 1 adjust their outputs so that the threshold element receives a net excitation, i.e.,

$$
S+\Delta_{1} S \geq 0 \Rightarrow \Delta_{1} S \geq-S
$$

However, if pattern $A$ is transformed into pattern $D$, the predicates of group 1 cannot distinguish this case from the one for figure $C$ and the predicates of group 2 cannot distinguish this case from the one for figure $B$. Since the predicates of group 3 do not change their output we have

$$
\Delta S=\Delta_{2} S+\Delta_{1} S \geq-2 S
$$

and from this

$$
S+\Delta S \geq-S>0
$$

The value of the new sum can only be positive and the whole system classifies figure $D$ as connected. Since this is a contradiction, such a system cannot exist.

Proposition 6 states only that the connectedness of a figure is a global property which cannot be decided locally. If no predicate has access to the whole figure, then the only alternative is to process the outputs of the predicates sequentially.

There are some other difficult problems for perceptrons. They cannot decide, for example, whether a set of points contains an even or an odd number of elements when the receptive fields cover only a limited number of points.

### 3.2 Implementation of logical functions

In the previous chapter we discussed the synthesis of Boolean functions using McCulloch-Pitts networks. Weighted networks can achieve the same results with fewer threshold gates, but the issue now is which functions can be implemented using a single unit.

### 3.2.1 Geometric interpretation

In each of the previous sections a threshold element was associated with a whole set of predicates or a network of computing elements. From now on, we will deal with perceptrons as isolated threshold elements which compute their output without delay.

Definition 1. A simple perceptron is a computing unit with threshold $\theta$ which, when receiving the $n$ real inputs $x_{1}, x_{2}, \ldots, x_{n}$ through edges with the associated weights $w_{1}, w_{2}, \ldots, w_{n}$, outputs 1 if the inequality $\sum_{i=1}^{n} w_{i} x_{i} \geq \theta$ holds and otherwise 0 .

The origin of the inputs is not important, whether they come from other perceptrons or another class of computing units. The geometric interpretation of the processing performed by perceptrons is the same as with McCullochPitts elements. A perceptron separates the input space into two half-spaces. For points belonging to one half-space the result of the computation is 0 , for points belonging to the other it is 1 .

Figure 3.4 shows this for the case of two variables $x_{1}$ and $x_{2}$. A perceptron with threshold 1 , at which two edges with weights 0.9 and 2.0 impinge, tests the condition


Fig. 3.4. Separation of input space with a perceptron

$$
0.9 x_{1}+2 x_{2} \geq 1
$$

It is possible to generate arbitrary separations of input space by adjusting the parameters of this example.

In many cases it is more convenient to deal with perceptrons of threshold zero only. This corresponds to linear separations which are forced to go through the origin of the input space. The two perceptrons in Figure 3.5 are equivalent. The threshold of the perceptron to the left has been converted into the weight $-\theta$ of an additional input channel connected to the constant 1. This extra weight connected to a constant is called the bias of the element.


Fig. 3.5. A perceptron with a bias

Most learning algorithms can be stated more concisely by transforming thresholds into biases. The input vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ must be extended with an additional 1 and the resulting $(n+1)$-dimensional vector $\left(x_{1}, x_{2}, \ldots, x_{n}, 1\right)$ is called the extended input vector. The extended weight vector associated with this perceptron is $\left(w_{1}, \ldots, w_{n}, w_{n+1}\right)$, whereby $w_{n+1}=-\theta$.

### 3.2.2 The XOR problem

We can now deal with the problem of determining which logical functions can be implemented with a single perceptron. A perceptron network is capable of computing any logical function, since perceptrons are even more powerful than unweighted McCulloch-Pitts elements. If we reduce the network to a single element, which functions are still computable?

Taking the functions of two variables as an example we can gain some insight into this problem. Table 3.1 shows all 16 possible Boolean functions of two variables $f_{0}$ to $f_{15}$. Each column $f_{i}$ shows the value of the function for each combination of the two variables $x_{1}$ and $x_{2}$. The function $f_{0}$, for example, is the zero function whereas $f_{14}$ is the OR-function.

Table 3.1. The 16 Boolean functions of two variables

| $x_{1}$ | $x_{2}$ | $f_{0}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ | $f_{5}$ | $f_{6}$ | $f_{7}$ | $f_{8}$ | $f_{9}$ | $f_{10}$ | $f_{11}$ | $f_{12}$ | $f_{13}$ | $f_{14}$ | $f_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Perceptron-computable functions are those for which the points whose function value is 0 can be separated from the points whose function value is 1 using a line. Figure 3.6 shows two possible separations to compute the OR and the AND functions.


Fig. 3.6. Separations of input space corresponding to OR and AND

It is clear that two of the functions in the table cannot be computed in this way. They are the function XOR and identity ( $f_{6}$ and $f_{9}$ ). It is intuitively evident that no line can produce the necessary separation of the input space. This can also be shown analytically.

Let $w_{1}$ and $w_{2}$ be the weights of a perceptron with two inputs, and $\theta$ its threshold. If the perceptron computes the XOR function the following four inequalities must be fulfilled:

$$
\begin{aligned}
& x_{1}=0 x_{2}=0 \quad w_{1} x_{1}+w_{2} x_{2}=0 \quad \Rightarrow \quad 0<\theta \\
& x_{1}=1 x_{2}=0 \quad w_{1} x_{1}+w_{2} x_{2}=w_{1} \quad \Rightarrow \quad w_{1} \geq \theta \\
& x_{1}=0 x_{2}=1 \quad w_{1} x_{1}+w_{2} x_{2}=w_{2} \quad \Rightarrow \quad w_{2} \geq \theta \\
& x_{1}=1 x_{2}=1 \quad w_{1} x_{1}+w_{2} x_{2}=w_{1}+w_{2} \Rightarrow w_{1}+w_{2}<\theta
\end{aligned}
$$

Since $\theta$ is positive, according to the first inequality, $w_{1}$ and $w_{2}$ are positive too, according to the second and third inequalities. Therefore the inequality $w_{1}+w_{2}<\theta$ cannot be true. This contradiction implies that no perceptron capable of computing the XOR function exists. An analogous proof holds for the function $f_{9}$.

### 3.3 Linearly separable functions

The example of the logical functions of two variables shows that the problem of perceptron computability must be discussed in more detail. In this section we provide the necessary tools to deal more effectively with functions of $n$ arguments.

### 3.3.1 Linear separability

We can deduce from our experience with the XOR function that many other logical functions of several arguments must exist which cannot be computed with a threshold element. This fact has to do with the geometry of the $n$ dimensional hypercube whose vertices represent the combination of logic values of the arguments. Each logical function separates the vertices into two classes. If the points whose function value is 1 cannot be separated with a linear cut from the points whose function value is 0 , the function is not perceptron-computable. The following two definitions give this problem a more general setting.

Definition 2. Two sets of points $A$ and $B$ in an $n$-dimensional space are called linearly separable if $n+1$ real numbers $w_{1}, \ldots, w_{n+1}$ exist, such that every point $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in A$ satisfies $\sum_{i=1}^{n} w_{i} x_{i} \geq w_{n+1}$ and every point $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in B$ satisfies $\sum_{i=1}^{n} w_{i} x_{i}<w_{n+1}$

Since a perceptron can only compute linearly separable functions, an interesting question is how many linearly separable functions of $n$ binary arguments there are. When $n=2,14$ out of the 16 possible Boolean functions are linearly separable. When $n=3,104$ out of 256 and when $n=4,1882$ out of 65536 possible functions are linearly separable. Although there has been extensive research on linearly separable functions in recent years, no formula for
expressing the number of linearly separable functions as a function of $n$ has yet been found. However we will provide some upper bounds for this number in the following chapters.

### 3.3.2 Duality of input space and weight space

The computation performed by a perceptron can be visualized as a linear separation of input space. However, when trying to find the appropriate weights for a perceptron, the search process can be better visualized in weight space. When $m$ real weights must be determined, the search space is the whole of $\mathbb{R}^{m}$.


Fig. 3.7. Illustration of the duality of input and weight space

For a perceptron with $n$ input lines, finding the appropriate linear separation amounts to finding $n+1$ free parameters ( $n$ weights and the bias). These $n+1$ parameters represent a point in $(n+1)$-dimensional weight space. Each time we pick one point in weight space we are choosing one combination of weights and a specific linear separation of input space. This means that every point in $(n+1)$-dimensional weight space can be associated with a hyperplane in $(n+1)$-dimensional extended input space. Figure 3.7 shows an example. Each combination of three weights, $w_{1}, w_{2}, w_{3}$, which represent a point in weight space, defines a separation of input space with the plane $w_{1} x_{1}+w_{2} x_{2}+w_{3} x_{3}=0$.

There is the same kind of relation in the inverse direction, from input to weight space. If we want the point $x_{1}, x_{2}, x_{3}$ to be located in the positive half-space defined by a plane, we need to determine the appropriate weights $w_{1}, w_{2}$ and $w_{3}$. The inequality

$$
w_{1} x_{1}+w_{2} x_{2}+w_{3} x_{3} \geq 0
$$

must hold. However this inequality defines a linear separation of weight space, that is, the point $\left(x_{1}, x_{2}, x_{3}\right)$ defines a cutting plane in weight space. Points in one space are mapped to planes in the other and vice versa. This complementary relation is called duality. Input and weight space are dual spaces and we
can visualize the computations done by perceptrons and learning algorithms in any one of them. We will switch from one visualization to the other as necessary or convenient.

### 3.3.3 The error function in weight space

Given two sets of patterns which must be separated by a perceptron, a learning algorithm should automatically find the weights and threshold necessary for the solution of the problem. The perceptron learning algorithm can accomplish this for threshold units. Although proposed by Rosenblatt it was already known in another context [10].

Assume that the set $A$ of input vectors in $n$-dimensional space must be separated from the set $B$ of input vectors in such a way that a perceptron computes the binary function $f_{w}$ with $f_{w}(x)=1$ for $x \in A$ and $f_{w}(x)=0$ for $x \in B$. The binary function $f_{w}$ depends on the set $w$ of weights and threshold. The error function is the number of false classifications obtained using the weight vector $w$. It can be defined as:

$$
E(w)=\sum_{x \in A}\left(1-f_{w}(x)\right)+\sum_{x \in B} f_{w}(x)
$$

This is a function defined over all of weight space and the aim of perceptron learning is to minimize it. Since $E(w)$ is positive or zero, we want to reach the global minimum where $E(w)=0$. This will be done by starting with a random weight vector $w$, and then searching in weight space a better alternative, in an attempt to reduce the error function $E(w)$ at each step.

### 3.3.4 General decision curves

A perceptron makes a decision based on a linear separation of the input space. This reduces the kinds of problem solvable with a single perceptron. More general separations of input space can help to deal with other kinds of problem unsolvable with a single threshold unit. Assume that a single computing unit can produce the separation shown in Figure 3.8. Such a separation of the input space into two regions would allow the computation of the XOR function with a single unit. Functions used to discriminate between regions of input space are called decision curves [329]. Some of the decision curves which have been studied are polynomials and splines.

In statistical pattern recognition problems we assume that the patterns to be recognized are grouped in clusters in input space. Using a combination of decision curves we try to isolate one cluster from the others. One alternative is combining several perceptrons to isolate a convex region of space. Other alternatives which have been studied are, for example, so-called Sigma-Pi units which, for a given input $x_{1}, x_{2}, \ldots, x_{n}$, compute the sum of all or some partial products of the form $x_{i} x_{j}$ [384].


Fig. 3.8. Non-linear separation of input space

In the general case we want to distinguish between regions of space. A neural network must learn to identify these regions and to associate them with the correct response. The main problem is determining whether the free parameters of these decision regions can be found using a learning algorithm. In the next chapter we show that it is always possible to find these free parameters for linear decision curves, if the patterns to be classified are indeed linearly separable. Finding learning algorithms for other kinds of decision curves is an important research topic not dealt with here [45, 4].

### 3.4 Applications and biological analogy

The appeal of the perceptron model is grounded on its simplicity and the wide range of applications that it has found. As we show in this section, weighted threshold elements can play an important role in image processing and computer vision.

### 3.4.1 Edge detection with perceptrons

A good example of the pattern recognition capabilities of perceptrons is edge detection (Figure 3.9). Assume that a method of extracting the edges of a figure darker than the background (or the converse) is needed. Each pixel in the figure is compared to its immediate neighbors and in the case where the pixel is black and one of its neighbors white, it will be classified as part of an edge. This can be programmed sequentially in a computer, but since the decision about each point uses only local information, it is straightforward to implement the strategy in parallel.

Assume that the figures to be processed are projected on a screen in which each pixel is connected to a perceptron, which also receives inputs from its immediate neighbors. Figure 3.10 shows the shape of the receptive field (a so-called Moore neighborhood) and the weights of the connections to the perceptron. The central point is weighted with 8 and the rest with -1 . In the field of image processing this is called a convolution operator, because it is


Fig. 3.9. Example of edge detection
used by centering it at each pixel of the image to produce a certain output value for each pixel. The operator shown has a maximum at the center of the receptive field and local minima at the periphery.

| -1 | -1 | -1 |
| :---: | :---: | :---: |
| -1 | 8 | -1 |
| -1 | -1 | -1 |

Fig. 3.10. Edge detection operator

Figure 3.11 shows the kind of interconnection we have in mind. A perceptron is needed for each pixel. The interconnection pattern repeats for each pixel in the projection lattice, taking care to treat the borders of the screen differently. The weights are those given by the edge detection operator.


Fig. 3.11. Connection of a perceptron to the projection grid

For each pattern projected onto the screen, the weighted input is compared to the threshold 0.5. When all points in the neighborhood are black or all white, the total excitation is 0 . In the situation shown below the total excitation is 5 and the point in the middle belongs to an edge.

There are many other operators for different uses, such as detecting horizontal or vertical lines or blurring or making a picture sharper. The size of
the neighborhood can be adjusted to the specific application. For example, the operator

$$
\left(\begin{array}{lll}
-1 & 0 & 1 \\
-1 & 0 & 1 \\
-1 & 0 & 1
\end{array}\right)
$$

can be used to detect the vertical edges between a white surface to the left and a dark one to the right.

### 3.4.2 The structure of the retina

The visual pathway is the part of the human brain which is best understood. The retina can be conceived as a continuation of this organ, since it consists of neural cells organized in layers and capable of providing in situ some of the information processing necessary for vision. In frogs and other small vertebrates some neurons have been found directly in the retina which actually fire in the presence of a small blob in the visual field. These are bug detectors which tell these animals when a small insect has been sighted.

Researchers have found that the cells in the retina are interconnected in such a way that each nerve going from the eyes to the brain encodes a summary of the information detected by several photoreceptors in the retina. As in the case of the convolution operators discussed previously, each nerve transmits a signal which depends on the relative luminosity of a point in relation to its immediate neighborhood.

Figure 3.12 shows the interconnection pattern found in the retina [205, 111]. The cones and rods are the photoreceptors which react to photons by depolarizing. Horizontal cells compute the average luminosity in a region by connecting to the cones or rods in this region. Bipolar and ganglion cells fire only when the difference in the luminosity of a point is significantly higher than the average light intensity.

Although not all details of the retinal circuits have been reverse-engineered, there is a recurrent feature: each receptor cell in the retina is part of a roughly circular receptive field. The receptive fields of neighboring cells overlap. Their function is similar to the edge processing operators, because the neighborhood inhibits a neuron whereas a photoreceptor excites it, or conversely. This kind of weighting of the input has a strong resemblance to the so-called Mexican hat function.

David Marr tried to summarize what we know about the visual pathway in humans and proposed his idea of a process in three stages, in which the brain first decomposes an image into features (edges, blobs, etc.), which are then used to build an interpretation of surfaces, depth relations and groupings of tokens (the " $2 \frac{1}{2}$ sketch") and which in turn leads to a full interpretation of the objects present in the visual field (the primal sketch) [293]. He tried to explain the structure of the retina from the point of view of the computational machinery needed for vision. He proposed that at a certain stage of


Fig. 3.12. The interconnection pattern in the retina

weights

| 1 | 1 | 1 | 1 | 1 |
| ---: | ---: | ---: | ---: | ---: |
| -1 | -1 | 1 | -1 | -1 |
| -1 | -1 | 1 | -1 | -1 |
| -1 | -1 | 1 | -1 | -1 |
| -1 | -1 | 1 | -1 | -1 |

Fig. 3.13. Feature detector for the pattern $T$
the computation the retina blurs an image and then extracts from it contrast information. Blurring an image can be done by averaging at each pixel the values of this pixel and its neighbors. A Gaussian distribution of weights can be used for this purpose. Information about changes in darkness levels can be
extracted using the sum of the second derivatives of the illumination function, the so-called Laplace operator $\nabla^{2}=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}$. The composition of the Laplace operator and a Gaussian blurring corresponds to the Mexican hat function. Processing of the image is done by computing the convolution of the discrete version of the operator with the image. The $3 \times 3$ discrete version of this operator is the edge detection operator which we used before. Different levels of blurring, and thus feature extraction at several different resolution levels, can be controlled by adjusting the size of the receptive fields of the computing units. It seems that the human visual pathway also exploits feature detection at several resolution levels, which has led in turn to the idea of using several resolution layers for the computational analysis of images.

### 3.4.3 Pyramidal networks and the neocognitron

Single perceptrons can be thought of as feature detectors. Take the case of Figure 3.13 in which a perceptron is defined with weights adequate for recognizing the letter ' T ' in which $t$ pixels are black. If another ' T ' is presented, in which one black pixel is missing, the excitation of the perceptron is $t-1$. The same happens if one white pixel is transformed into a black one due to noise, since the weights of the connections going from points that should be white are -1 . If the threshold of the perceptron is set to $t-1$, then this perceptron will be capable of correctly classifying patterns with one noisy pixel. By adjusting the threshold of the unit, 2,3 or more noisy pixels can be tolerated. Perceptrons thus compute the similarity of a pattern to the ideal pattern they have been designed to identify, and the threshold is the minimal similarity that we require from the pattern. Note that since the weights of the perceptron are correlated with the pattern it recognizes, a simple way to visualize the connections of a perceptron is to draw the pattern it identifies in its receptive field. This technique will be used below.

The problem with this pattern recognition scheme is that it only works if the patterns have been normalized in some way, that is, if they have been centered in the window to which the perceptron connects and their size does not differ appreciably from the ideal pattern. Also, any kind of translational shift will lead to ideal patterns no longer being recognized. The same happens in the case of rotations.

An alternative way of handling this problem is to try to detect patterns not in a single step, but in several stages. If we are trying, for example, to recognize handwritten digits, then we could attempt to find some small distinctive features such as lines in certain orientations and then combine our knowledge about the presence or absence of these features in a final logical decision. We should try to recognize these small features, regardless of their position on the projection screen.

The cognitron and neocognitron were designed by Fukushima and his colleagues as an attempt to deal with this problem and in some way to try to mimic the structure of the human vision pathway $[144,145]$. The main idea of
level 1


Fig. 3.14. Pyramidal architecture for image processing
the neocognitron is to transform the contents of the screen into other screens in which some features have been enhanced, and then again into other screens, and so on, until a final decision is made. The resolution of the screen can be changed from transformation to transformation or more screens can be introduced, but the objective is to reduce the representation to make a final classification in the last stage based on just a few points of input.

The general structure of the neural system proposed by Fukushima is a kind of variant of what is known in the image processing community as a pyramidal architecture, in which the resolution of the image is reduced by a certain factor from plane to plane [56]. Figure 3.14 shows an example of a quad-pyramid, that is, a system in which the resolution is reduced by a factor of four from plane to plane. Each pixel in one of the upper planes connects to four pixels in the plane immediately below and deals with them as elements of its receptive field. The computation to determine the value of the upper pixel can be arbitrary, but in our case we are interested in threshold computations. Note that in this case receptive fields do not overlap. Such architectures have been studied intensively to determine their capabilities as data structures for parallel algorithms [80, 57].

The neocognitron has a more complex architecture [280]. The image is transformed from the original plane to other planes to look for specific features.

Figure 3.15 shows the general strategy adopted in the neocognitron. The projection screen is transformed, deciding for each pixel if it should be kept white or black. This can be done by identifying the patterns shown for each of the three transformations by looking at each pixel and its eight neighbors. In the case of the first transformed screen only horizontal lines are kept; in the second screen only vertical lines and in the third screen only diagonal lines. The convolution operators needed have the same distribution of positive


Fig. 3.15. Feature extraction in the neocognitron
weights, as shown for each screen. The rest of the weights is 0 . Note that these special weights work better if the pattern has been previously 'skeletonized'.

Strictly speaking Fukushima's neocognitron uses linear computing units and not perceptrons. The units compute their total weighted input and this is interpreted as a kind of correlation index with the patterns that each unit can identify. This means that black and white patterns are transformed into patterns with shadings of gray, according to the output of each mapping unit. Figure 3.16 shows the general structure of the neocognitron network. The input layer of the network is called $U C^{0}$. This input layer is processed and converted into twelve different images numbered $U S_{0}^{1}$ to $U S_{11}^{1}$ with the same resolution. The superindex in front of a name is the layer number and the subindex the number of the plane in this layer. The operators used to transform from $U C^{0}$ to each of the $U S_{i}^{1}$ planes have a receptive field of $3 \times 3$ pixels and one operator is associated with each pixel in the $U S_{i}^{1}$ planes. In each plane only one kind of feature is recognized. The first plane $U S_{1}^{1}$, for example, could contain all the vertical edges found in $U C^{0}$, the second plane $U S_{2}^{1}$ only diagonal edges, and so forth. The next level of processing is represented by the $U C_{j}^{1}$ planes. Each pixel in one of these planes connects to a receptive field in one or two of the underlying $U S_{i}^{1}$ planes. The weights are purely excitatory and the effect of this layer is to overlap the activations of the selected $U S_{i}^{1}$ images, blurring them at the same time, that is, making the patterns wider. This is achieved by transforming each pixel's value in the weighted average of its own and its neighbor's values.

In the next level of processing each pixel in a $U S_{i}^{2}$ plane connects to a receptive field at the same position in all of the $U C_{j}^{1}$ images. At this level the resolution of the $U S_{i}^{2}$ planes can be reduced, as in standard pyramidal


Fig. 3.16. The architecture of the neocognitron
architectures. Fig 3.16 shows the sizes of the planes used by Fukushima for handwritten digit recognition. Several layers of alternating $U S$ and $U C$ planes are arranged in this way until at the plane $U C^{4}$ a classification of the handwritten digit in one of the classes $0, \ldots, 9$ is made. Finding the appropriate weights for the classification task is something we discuss in the next chapter. Fukushima has proposed several improvements of the original model [147] over the years.

The main advantage of the neocognitron as a pattern recognition device should be its tolerance to shifts and distortions. Since the $U C$ layers blur the image and the $U S$ layers look for specific features, a certain amount of displacement or rotation of lines should be tolerated. This can happen, but the system is highly sensitive to the training method used and does not outperform other simpler neural networks [280]. Other authors have examined variations of the neocognitron which are more similar to pyramidal networks [463]. The neocognitron is just an example of a class of network which relies extensively on convolution operators and pattern recognition in small receptive fields. For an extensive discussion of the neocognitron consult [133].

### 3.4.4 The silicon retina

Carver Mead's group at Caltech has been active for several years in the field of neuromorphic engineering, that is, the production of chips capable of emulating the sensory response of some human organs. Their silicon retina, in particular, is able to simulate some of the features of the human retina.

Mead and his collaborators modeled the first three layers of the retina: the photoreceptors, the horizontal, and the bipolar cells [303, 283]. The horizontal cells are simulated in the silicon retina as a grid of resistors. Each photoreceptor (the dark points in Figure 3.17) is connected to each of its six neighbors and produces a potential difference proportional to the logarithm of the luminosity measured. The grid of resistors reaches electric equilibrium when an average potential difference has settled in. The individual neurons of the silicon retina fire only when the difference between the average and their own potential reaches a certain threshold.


Fig. 3.17. Diagram of a portion of the silicon retina

The average potential $S$ of $n$ potentials $S_{i}$ can be computed by letting each potential $S_{i}$ be proportional to the logarithm of the measured light intensity $H_{i}$, that is,

$$
S=\frac{1}{n} \sum_{i=1}^{n} S_{i}=\frac{1}{n} \sum_{i=1}^{n} \log H_{i} .
$$

This expression can be transformed into

$$
S=\frac{1}{n} \log \left(H_{1} H_{2} \cdots H_{n}\right)=\log \left(H_{1} H_{2} \cdots H_{n}\right)^{1 / n}
$$

The equation tells us that the average potential is the logarithm of the geometric mean of the light intensities. A unit only fires when the measured intensity $S_{i}$ minus the average intensity lies above a certain threshold $\gamma$, that is,

$$
\log \left(H_{i}\right)-\log \left(H_{1} H_{2} \cdots H_{n}\right)^{1 / n} \geq \gamma
$$

and this is valid only when

$$
\log \frac{H_{i}}{\left(H_{1} H_{2} \cdots H_{n}\right)^{1 / n}} \geq \gamma
$$

The units in the silicon retina fire when the relative luminosity of a point with respect to the background is significantly higher, such as in a human retina. We know from optical measurements that when outside on a sunny day, the black letters in a book reflect more photons on our eyes than white paper does in a room. Our eyes adjust automatically to compensate for the luminosity of the background so that we can recognize patterns and read books inside and outside.

### 3.5 Historical and bibliographical remarks

The perceptron was the first neural network to be produced commercially, although the first prototypes were used mainly in research laboratories. Frank Rosenblatt used the perceptron to solve some image recognition problems [185]. Some researchers consider the perceptron as the first serious abstract model of nervous cells [60].

It was not a coincidence that Rosenblatt conceived his model at the end of the 1950s. It was precisely in this period that researchers like Hubel and Wiesel were able to "decode" the structure of the retina and examine the structure of the receptive fields of neurons. At the beginning of the 1970s, researchers had a fair global picture of the architecture of the human eye [205]. David Marr's influential book Vision offered the first integrated picture of the visual system in a way that fused biology and engineering, by looking at the way the visual pathway actually computed partial results to be integrated in the raw visual sketch.

The book Perceptrons by Minsky and Papert was very influential among the AI community and is said to have affected the strategic funding decisions of research agencies. This book is one of the best ever written on its subject and set higher standards for neural network research, although it has been criticized for stressing the incomputability, not the computability results. The Dreyfus brothers [114] consider the reaction to Perceptrons as one of the milestones in the permanent conflict between the symbolic and the connectionist schools of thought in AI. According to them, reaction to the book opened the way for a long period of dominance of the symbolic approach. Minsky, for his part, now propagates an alternative massively parallel paradigm of a society of agents of consciousness which he calls a society of mind [313].

Convolution operators for image processing have been used for many years and are standard methods in the fields of image processing and computer vision. Chips integrating this kind of processing, like the silicon retina, have been produced in several variants and will be used in future robots. Some researchers dream of using similar chips to restore limited vision to blind
persons with intact visual nerves, although this is, of course, still an extremely ambitious objective [123].

## Exercises

1. Write a computer program that counts the number of linearly separable Boolean functions of 2, 3, and 4 arguments. Hint: Generate the perceptron weights randomly.
2. Consider a simple perceptron with $n$ bipolar inputs and threshold $\theta=0$. Restrict each of the weights to have the value -1 or 1 . Give the smallest upper bound you can find for the number of functions from $\{-1,1\}^{n}$ to $\{-1,1\}$ which are computable by this perceptron [219]. Prove that the upper bound is sharp, i.e., that all functions are different.
3. Show that two finite linearly separable sets $A$ and $B$ can be separated by a perceptron with rational weights. Note that in Def. 2 the weights are real numbers.
4. Prove that the parity function of $n>2$ binary inputs $x_{1}, x_{2}, \ldots, x_{n}$ cannot be computed by a perceptron.
5. Implement edge detection with a computer program capable of processing a computer image.
6. Write a computer program capable of simulating the silicon retina. Show the output produced by different pictures on the computer's screen.

## Perceptron Learning

### 4.1 Learning algorithms for neural networks

In the two preceding chapters we discussed two closely related models, McCulloch-Pitts units and perceptrons, but the question of how to find the parameters adequate for a given task was left open. If two sets of points have to be separated linearly with a perceptron, adequate weights for the computing unit must be found. The operators that we used in the preceding chapter, for example for edge detection, used hand customized weights. Now we would like to find those parameters automatically. The perceptron learning algorithm deals with this problem.

A learning algorithm is an adaptive method by which a network of computing units self-organizes to implement the desired behavior. This is done in some learning algorithms by presenting some examples of the desired inputoutput mapping to the network. A correction step is executed iteratively until the network learns to produce the desired response. The learning algorithm is a closed loop of presentation of examples and of corrections to the network parameters, as shown in Figure 4.1.


Fig. 4.1. Learning process in a parametric system

In some simple cases the weights for the computing units can be found through a sequential test of stochastically generated numerical combinations. However, such algorithms which look blindly for a solution do not qualify as "learning". A learning algorithm must adapt the network parameters according to previous experience until a solution is found, if it exists.

### 4.1.1 Classes of learning algorithms

Learning algorithms can be divided into supervised and unsupervised methods. Supervised learning denotes a method in which some input vectors are collected and presented to the network. The output computed by the network is observed and the deviation from the expected answer is measured. The weights are corrected according to the magnitude of the error in the way defined by the learning algorithm. This kind of learning is also called learning with a teacher, since a control process knows the correct answer for the set of selected input vectors.

Unsupervised learning is used when, for a given input, the exact numerical output a network should produce is unknown. Assume, for example, that some points in two-dimensional space are to be classified into three clusters. For this task we can use a classifier network with three output lines, one for each class (Figure 4.2). Each of the three computing units at the output must specialize by firing only for inputs corresponding to elements of each cluster. If one unit fires, the others must keep silent. In this case we do not know a priori which unit is going to specialize on which cluster. Generally we do not even know how many well-defined clusters are present. Since no "teacher" is available, the network must organize itself in order to be able to associate clusters with units.


Fig. 4.2. Three clusters and a classifier network

Supervised learning is further divided into methods which use reinforcement or error correction. Reinforcement learning is used when after each presentation of an input-output example we only know whether the network produces the desired result or not. The weights are updated based on this information (that is, the Boolean values true or false) so that only the input
vector can be used for weight correction. In learning with error correction, the magnitude of the error, together with the input vector, determines the magnitude of the corrections to the weights, and in many cases we try to eliminate the error in a single correction step.


Fig. 4.3. Classes of learning algorithms

The perceptron learning algorithm is an example of supervised learning with reinforcement. Some of its variants use supervised learning with error correction (corrective learning).

### 4.1.2 Vector notation

In the following sections we deal with learning methods for perceptrons. To simplify the notation we adopt the following conventions. The input $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ to the perceptron is called the input vector. If the weights of the perceptron are the real numbers $w_{1}, w_{2}, \ldots, w_{n}$ and the threshold is $\theta$, we call $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}, w_{n+1}\right)$ with $w_{n+1}=-\theta$ the extended weight vector of the perceptron and $\left(x_{1}, x_{2}, \ldots, x_{n}, 1\right)$ the extended input vector. The threshold computation of a perceptron will be expressed using scalar products. The arithmetic test computed by the perceptron is thus

$$
\mathbf{w} \cdot \mathbf{x} \geq \theta
$$

if $\mathbf{w}$ and $\mathbf{x}$ are the weight and input vectors, and

$$
\mathbf{w} \cdot \mathbf{x} \geq 0
$$

if $\mathbf{w}$ and $\mathbf{x}$ are the extended weight and input vectors. It will always be clear from the context whether normal or extended vectors are being used.

If, for example, we are looking for the weights and threshold needed to implement the AND function with a perceptron, the input vectors and their associated outputs are

$$
\begin{aligned}
(0,0) & \mapsto 0, \\
(0,1) & \mapsto 0, \\
(1,0) & \mapsto 0, \\
(1,1) & \mapsto 1 .
\end{aligned}
$$

If a perceptron with threshold zero is used, the input vectors must be extended and the desired mappings are

$$
\begin{aligned}
(0,0,1) & \mapsto 0 \\
(0,1,1) & \mapsto 0 \\
(1,0,1) & \mapsto 0 \\
(1,1,1) & \mapsto 1
\end{aligned}
$$

A perceptron with three still unknown weights $\left(w_{1}, w_{2}, w_{3}\right)$ can carry out this task.

### 4.1.3 Absolute linear separability

The proof of convergence of the perceptron learning algorithm assumes that each perceptron performs the test $\mathbf{w} \cdot \mathbf{x}>0$. So far we have been working with perceptrons which perform the test $\mathbf{w} \cdot \mathbf{x} \geq 0$. We must just show that both classes of computing units are equivalent when the training set is finite, as is always the case in learning problems. We need the following definition.

Definition 3. Two sets $A$ and $B$ of points in an $n$-dimensional space are called absolutely linearly separable if $n+1$ real numbers $w_{1}, \ldots, w_{n+1}$ exist such that every point $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in A$ satisfies $\sum_{i=1}^{n} w_{i} x_{i}>w_{n+1}$ and every point $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in B$ satisfies $\sum_{i=1}^{n} w_{i} x_{i}<w_{n+1}$

If a perceptron with threshold zero can linearly separate two finite sets of input vectors, then only a small adjustment to its weights is needed to obtain an absolute linear separation. This is a direct corollary of the following proposition.

Proposition 7. Two finite sets of points, $A$ and $B$, in n-dimensional space which are linearly separable are also absolutely linearly separable.

Proof. Since the two sets are linearly separable, weights $w_{1}, \ldots, w_{n+1}$ exist for which, without loss of generality, the inequality

$$
\sum_{i=1}^{n} w_{i} a_{i} \geq w_{n+1}
$$

holds for all points $\left(a_{1}, \ldots, a_{n}\right) \in A$ and

$$
\sum_{i=1}^{n} w_{i} b_{i}<w_{n+1}
$$

for all points $\left(b_{1}, \ldots, b_{n}\right) \in B$. Let $\varepsilon=\max \left\{\sum_{i=1}^{n} w_{i} b_{i}-w_{n+1} \mid\left(b_{1}, \ldots, b_{n}\right) \in\right.$ $B\}$. It is clear that $\varepsilon<\varepsilon / 2<0$. Let $w^{\prime}=w_{n+1}+\varepsilon / 2$. For all points in $A$ it holds that

$$
\sum_{i=1}^{n} w_{i} a_{i}-\left(w^{\prime}-\frac{1}{2} \varepsilon\right) \geq 0
$$

This means that

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} a_{i}-w^{\prime} \geq-\frac{1}{2} \varepsilon>0 \Rightarrow \sum_{i=1}^{n} w_{i} a_{i}>w^{\prime} \tag{4.1}
\end{equation*}
$$

For all points in $B$ a similar argument holds since

$$
\sum_{i=1}^{n} w_{i} b_{i}-w_{n+1}=\sum_{i=1}^{n} w_{i} b_{i}-\left(w^{\prime}-\frac{1}{2} \varepsilon\right) \leq \varepsilon
$$

and from this we deduce

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} b_{i}-w^{\prime} \leq \frac{1}{2} \varepsilon<0 \tag{4.2}
\end{equation*}
$$

Equations (4.1) and (4.2) show that the sets $A$ and $B$ are absolutely linearly separable. If two sets are linearly separable in the absolute sense, then they are, of course, linearly separable in the conventional sense.

### 4.1.4 The error surface and the search method

A usual approach for starting the learning algorithm is to initialize the network weights randomly and to improve these initial parameters, looking at each step to see whether a better separation of the training set can be achieved. In this section we identify points $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $n$-dimensional space with the vector $\mathbf{x}$ with the same coordinates.

Definition 4. The open (closed) positive half-space associated with the $n$ dimensional weight vector $\mathbf{w}$ is the set of all points $\mathbf{x} \in \mathbb{R}^{n}$ for which $\mathbf{w} \cdot \mathbf{x}>0$ $(\mathbf{w} \cdot \mathbf{x} \geq 0)$. The open (closed) negative half-space associated with $\mathbf{w}$ is the set of all points $\mathbf{x} \in \mathbb{R}^{n}$ for which $\mathbf{w} \cdot \mathbf{x}<0(\mathbf{w} \cdot \mathbf{x} \leq \mathbf{0})$.

We omit the adjectives "closed" or "open" whenever it is clear from the context which kind of linear separation is being used.

Let $P$ and $N$ stand for two finite sets of points in $\mathbb{R}^{n}$ which we want to separate linearly. A weight vector is sought so that the points in $P$ belong to its associated positive half-space and the points in $N$ to the negative half-space. The error of a perceptron with weight vector $\mathbf{w}$ is the number of incorrectly classified points. The learning algorithm must minimize this error function $E(\mathbf{w})$. One possible strategy is to use a local greedy algorithm which works by computing the error of the perceptron for a given weight vector, looking then for a direction in weight space in which to move, and updating the weight vector by selecting new weights in the selected search direction. We can visualize this strategy by looking at its effect in weight space.


Fig. 4.4. Perceptron with constant threshold

Let us take as an example a perceptron with constant threshold $\theta=1$ (Figure 4.4). We are looking for two weights, $w_{1}$ and $w_{2}$, which transform the perceptron into a binary AND gate. We can show graphically the error function for all combinations of the two variable weights. This has been done in Figure 4.5 for values of the weights between -0.5 and 1.5. The solution region is the triangular area in the middle. The learning algorithm should reach this region starting from any other point in weight space. In this case, it is possible to descend from one surface to the next using purely local decisions at each point.


Fig. 4.5. Error function for the AND function

Figure 4.6 shows the different regions of the error function as seen from "above". The solution region is a triangle with error level 0 . For the other regions the diagram shows their corresponding error count. The figure illustrates an iterative search process that starts at $\mathbf{w}_{0}$, goes through $\mathbf{w}_{1}, \mathbf{w}_{2}$, and finally reaches the solution region at $\mathbf{w}^{*}$. Later on, this visualization will help us to understand the computational complexity of the perceptron learning algorithm.

The optimization problem we are trying to solve can be understood as descent on the error surface but also as a search for an inner point of the solution region. Let $N=\{(0,0),(1,0),(0,1)\}$ and $P=\{(1,1)\}$ be two sets of points to be separated absolutely. The set $P$ must be classified in the positive


Fig. 4.6. Iteration steps to the region of minimal error
and the set $N$ in the negative half-space. This is the separation corresponding to the AND function.

Three weights $w_{1}, w_{2}$, and $w_{3}=-\theta$ are needed to implement the desired separation with a generic perceptron. The first step is to extend the input vectors with a third coordinate $x_{3}=1$ and to write down the four inequalities that must be fulfilled:

$$
\begin{align*}
& (0,0,1) \cdot\left(w_{1}, w_{2}, w_{3}\right)<0  \tag{4.3}\\
& (1,0,1) \cdot\left(w_{1}, w_{2}, w_{3}\right)<0  \tag{4.4}\\
& (0,1,1) \cdot\left(w_{1}, w_{2}, w_{3}\right)<0  \tag{4.5}\\
& (1,1,1) \cdot\left(w_{1}, w_{2}, w_{3}\right)>0 \tag{4.6}
\end{align*}
$$

These equations can be written in the following simpler matrix form:

$$
\left(\begin{array}{rrr}
0 & 0 & -1  \tag{4.7}\\
-1 & 0 & -1 \\
0 & -1 & -1 \\
1 & 1 & 1
\end{array}\right)\left(\begin{array}{l}
w_{1} \\
w_{2} \\
w_{3}
\end{array}\right)>\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

This can be written as

$$
\mathbf{A w}>\mathbf{0}
$$

where $\mathbf{A}$ is the $4 \times 3$ matrix of Equation (4.7) and $\mathbf{w}$ the weight vector (written as a column vector). The learning problem is to find the appropriate weight vector $\mathbf{w}$.

Equation (4.7) describes all points in the interior of a convex polytope. The sides of the polytope are delimited by the planes defined by each of the inequalities (4.3)-(4.6). Any point in the interior of the polytope represents a solution for the learning problem.

We saw that the solution region for the AND function has a triangular shape when the threshold is fixed at 1. In Figure 4.7 we have a threedimensional view of the whole solution region when the threshold (i.e., $w_{3}$ ) is allowed to change. The solution region of Figure 4.5 is just a cut of the solution polytope of Figure 4.7 at $w_{3}=-1$. The shaded surface represents the present cut, which is similar to any other cut we could make to the polytope for different values of the threshold.


Fig. 4.7. Solution polytope for the AND function in weight space

We can see that the polytope is unbounded in the direction of negative $w_{3}$. This means that the absolute value of the threshold can become as large as we want and we will still find appropriate combinations of $w_{1}$ and $w_{2}$ to compute the AND function. The fact that we have to look for interior points of polytopes for the solution of the learning problem, is an indication that linear programming methods could be used. We will elaborate on this idea later on.

### 4.2 Algorithmic learning

We are now in a position to introduce the perceptron learning algorithm. The training set consists of two sets, $P$ and $N$, in $n$-dimensional extended input space. We look for a vector $\mathbf{w}$ capable of absolutely separating both sets, so that all vectors in $P$ belong to the open positive half-space and all vectors in $N$ to the open negative half-space of the linear separation.

Algorithm 4.2.1 Perceptron learning
start: The weight vector $\mathbf{w}_{0}$ is generated randomly, set $t:=0$
test: $\quad$ A vector $\mathbf{x} \in P \cup N$ is selected randomly, if $\mathbf{x} \in P$ and $\mathbf{w}_{t} \cdot \mathbf{x}>0$ go to test, if $\mathbf{x} \in P$ and $\mathbf{w}_{t} \cdot \mathbf{x} \leq 0$ go to add, if $\mathbf{x} \in N$ and $\mathbf{w}_{t} \cdot \mathbf{x}<0$ go to test, if $\mathbf{x} \in N$ and $\mathbf{w}_{t} \cdot \mathbf{x} \geq 0$ go to subtract.
add: $\quad$ set $\mathbf{w}_{t+1}=\mathbf{w}_{t}+\mathbf{x}$ and $t:=t+1$, goto test
subtract: set $\mathbf{w}_{t+1}=\mathbf{w}_{t}-\mathbf{x}$ and $t:=t+1$, goto test
This algorithm [312] makes a correction to the weight vector whenever one of the selected vectors in $P$ or $N$ has not been classified correctly. The perceptron convergence theorem guarantees that if the two sets $P$ and $N$ are linearly separable the vector $\mathbf{w}$ is updated only a finite number of times. The routine can be stopped when all vectors are classified correctly. The corresponding test must be introduced in the above pseudocode to make it stop and to transform it into a fully-fledged algorithm.

### 4.2.1 Geometric visualization

There are two alternative ways to visualize perceptron learning, one more effective than the other. Given the two sets of points $P \in \mathbb{R}^{2}$ and $N \in \mathbb{R}^{2}$ to be separated, we can visualize the linear separation in input space, as in Figure 4.8, or in extended input space. In the latter case we extend the input vectors and look for a linear separation through the origin, that is, a plane with equation $w_{1} x_{1}+w_{2} x_{2}+w_{3}=0$. The vector normal to this plane is the weight vector $\mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)$. Figure 4.9 illustrates this approach.


Fig. 4.8. Visualization in input space


Fig. 4.9. Visualization in extended input space

We are thus looking for a weight vector $\mathbf{w}$ with a positive scalar product with all the extended vectors represented by the points in $P$ and with a negative product with the extended vectors represented by the points in $N$. Actually, we will deal with this problem in a more general way. Assume that $P$ and $N$ are sets of $n$-dimensional vectors and a weight vector $\mathbf{w}$ must be found, such that $\mathbf{w} \cdot \mathbf{x}>0$ holds for all $x \in P$ and $\mathbf{w} \cdot \mathbf{x}<0$ holds for all $x \in N$.

The perceptron learning algorithm starts with a randomly chosen vector $\mathbf{w}_{0}$. If a vector $\mathbf{x} \in P$ is found such that $\mathbf{w} \cdot \mathbf{x}<0$, this means that the angle between the two vectors is greater than 90 degrees. The weight vector must be rotated in the direction of $\mathbf{x}$ to bring this vector into the positive halfspace defined by $\mathbf{w}$. This can be done by adding $\mathbf{w}$ and $\mathbf{x}$, as the perceptron learning algorithm does. If $\mathbf{x} \in N$ and $\mathbf{w} \cdot \mathbf{x}>0$, then the angle between $\mathbf{x}$ and $\mathbf{w}$ is less than 90 degrees. The weight vector must be rotated away from $\mathbf{x}$. This is done by subtracting $\mathbf{x}$ from $\mathbf{w}$. The vectors in $P$ rotate the weight vector in one direction, the vectors in $N$ rotate the negative weight vector in another. If a solution exists it can be found after a finite number of steps. A good initial heuristic is to start with the average of the positive input vectors minus the average of the negative input vectors. In many cases this yields an initial vector near the solution region.

In perceptron learning we are not necessarily dealing with normalized vectors, so that every update of the weight vector of the form $\mathbf{w} \pm \mathbf{x}$ rotates the weight vector by a different angle. If $\mathbf{x} \in P$ and $\|\mathbf{x}\| \gg\|\mathbf{w}\|$ the new weight vector $\mathbf{w}+\mathbf{x}$ is almost equal to $\mathbf{x}$. This effect and the way perceptron learning works can be seen in Figure 4.10. The initial weight vector is updated by adding $\mathbf{x}_{1}, \mathbf{x}_{3}$, and $\mathbf{x}_{1}$ again to it. After each correction the weight vector is rotated in one or the other direction. It can be seen that the vector $\mathbf{w}$ becomes larger after each correction in this example. Each correction rotates the weight vector by a smaller angle until the correct linear separation has been found. After the initial updates, successive corrections become smaller and the algorithm "fine tunes" the position of the weight vector. The learning rate, the rate of change of the vector $\mathbf{w}$, becomes smaller in time and if we


Fig. 4.10. Convergence behavior of the learning algorithm
keep on training, even after the vectors have already been correctly separated, it approaches zero. Intuitively we can think that the learned vectors are increasing the "inertia" of the weight vector. Vectors lying just outside of the positive region are brought into it by rotating the weight vector just enough to correct the error.

This is a typical feature of many learning algorithms for neural networks. They make use of a so-called learning constant, which is brought to zero during the learning process to consolidate what has been learned. The perceptron learning algorithm provides a kind of automatic learning constant which determines the degree of adaptivity (the so-called plasticity of the network) of the weights.

### 4.2.2 Convergence of the algorithm

The convergence proof of the perceptron learning algorithm is easier to follow by keeping in mind the visualization discussed in the previous section.

Proposition 8. If the sets $P$ and $N$ are finite and linearly separable, the perceptron learning algorithm updates the weight vector $\mathbf{w}_{t}$ a finite number of times. In other words: if the vectors in $P$ and $N$ are tested cyclically one after the other, a weight vector $\mathbf{w}_{t}$ is found after a finite number of steps $t$ which can separate the two sets.

Proof. We can make three simplifications without losing generality:
i) The sets $P$ and $N$ can be joined in a single set $P^{\prime}=P \cup N^{-}$, where the set $N^{-}$consists of the negated elements of $N$.
ii) The vectors in $P^{\prime}$ can be normalized, because if a weight vector $\mathbf{w}$ is found so that $\mathbf{w} \cdot \mathbf{x}>0$ this is also valid for any other vector $\eta \mathbf{x}$, where $\eta$ is a constant.
iii) The weight vector can also be normalized. Since we assume that a solution for the linear separation problem exists, we call $\mathbf{w}^{*}$ a normalized solution vector.

Assume that after $t+1$ steps the weight vector $\mathbf{w}_{t+1}$ has been computed. This means that at time $t$ a vector $\mathbf{p}_{i}$ was incorrectly classified by the weight vector $\mathbf{w}_{t}$ and so $\mathbf{w}_{t+1}=\mathbf{w}_{t}+\mathbf{p}_{i}$.

The cosine of the angle $\rho$ between $\mathbf{w}_{t+1}$ and $\mathbf{w}^{*}$ is

$$
\begin{equation*}
\cos \rho=\frac{\mathbf{w}^{*} \cdot \mathbf{w}_{t+1}}{\left\|\mathbf{w}_{t+1}\right\|} \tag{4.8}
\end{equation*}
$$

For the expression in the numerator we know that

$$
\begin{aligned}
\mathbf{w}^{*} \mathbf{w}_{t+1} & =\mathbf{w}^{*} \cdot\left(\mathbf{w}_{t}+\mathbf{p}_{i}\right) \\
& =\mathbf{w}^{*} \cdot \mathbf{w}_{t}+\mathbf{w}^{*} \cdot \mathbf{p}_{i} \\
& \geq \mathbf{w}^{*} \cdot \mathbf{w}_{t}+\delta
\end{aligned}
$$

with $\delta=\min \left\{\mathbf{w}^{*} \cdot \mathbf{p} \mid \forall \mathbf{p} \in P^{\prime}\right\}$. Since the weight vector $\mathbf{w}^{*}$ defines an absolute linear separation of $P$ and $N$ we know that $\delta>0$. By induction we obtain

$$
\begin{equation*}
\mathbf{w}^{*} \cdot \mathbf{w}_{t+1} \geq \mathbf{w}^{*} \cdot \mathbf{w}_{0}+(t+1) \delta \tag{4.9}
\end{equation*}
$$

On the other hand for the term in the denominator of (4.8) we know that

$$
\begin{aligned}
\left\|\mathbf{w}_{t+1}\right\|^{2} & =\left(\mathbf{w}_{t}+\mathbf{p}_{i}\right) \cdot\left(\mathbf{w}_{t}+\mathbf{p}_{i}\right) \\
& =\left\|\mathbf{w}_{t}\right\|^{2}+2 \mathbf{w}_{t} \cdot \mathbf{p}_{i}+\left\|\mathbf{p}_{i}\right\|^{2}
\end{aligned}
$$

Since $\mathbf{w}_{t} \cdot \mathbf{p}_{i}$ is negative or zero (otherwise we would have not corrected $\mathbf{w}_{t}$ using $\mathbf{p}_{i}$ ) we can deduce that

$$
\begin{aligned}
\left\|\mathbf{w}_{t+1}\right\|^{2} & \leq\left\|\mathbf{w}_{t}\right\|^{2}+\left\|\mathbf{p}_{i}\right\|^{2} \\
& \leq\left\|\mathbf{w}_{t}\right\|^{2}+1
\end{aligned}
$$

because all vectors in $P$ have been normalized. Induction then gives us

$$
\begin{equation*}
\left\|\mathbf{w}_{t+1}\right\|^{2} \leq\left\|\mathbf{w}_{0}\right\|^{2}+(t+1) \tag{4.10}
\end{equation*}
$$

From (4.9) and (4.10) and Equation (4.8) we get the inequality

$$
\cos \rho \geq \frac{\mathbf{w}^{*} \cdot \mathbf{w}_{0}+(t+1) \delta}{\sqrt{\left\|\mathbf{w}_{0}\right\|^{2}+(t+1)}}
$$

The right term grows proportionally to $\sqrt{t}$ and, since $\delta$ is positive, it can become arbitrarily large. However, since $\cos \rho \leq 1, t$ must be bounded by a maximum value. Therefore, the number of corrections to the weight vector must be finite.

The proof shows that perceptron learning works by bringing the initial vector $\mathbf{w}_{0}$ sufficiently close to $\mathbf{w}^{*}$ (since $\cos \rho$ becomes larger and $\rho$ proportionately smaller).

### 4.2.3 Accelerating convergence

Although the perceptron learning algorithm converges to a solution, the number of iterations can be very large if the input vectors are not normalized and are arranged in an unfavorable way.

There are faster methods to find the weight vector appropriate for a given problem. When the perceptron learning algorithm makes a correction, an input vector $\mathbf{x}$ is added or subtracted from the weight vector $\mathbf{w}$. The search direction is given by the vector $\mathbf{x}$. Each input vector corresponds to the border of one region of the error function defined on weight space. The direction of $\mathbf{x}$ is orthogonal to the step defined by $\mathbf{x}$ on the error surface. The weight vector is displaced in the direction of $\mathbf{x}$ until it "falls" into a region with smaller error.

We can illustrate the dynamics of perceptron learning using the error surface for the OR function as an example. The input $(1,1)$ must produce the output 1 (for simplicity we fix the threshold of the perceptron to 1 ). The two weights $w_{1}$ and $w_{2}$ must fulfill the inequality $w_{1}+w_{2} \geq 1$. Any other combination produces an error. The contribution to the total error is shown in Figure 4.11 as a step in the error surface. If the initial weight vector lies in the triangular region with error 1, it must be brought up to the verge of the region with error 0 . This can be done by adding the vector $(1,1)$ to $\mathbf{w}$. However, if the input vector is, for example, $(0.1,0.1)$, it should be added a few times before the weight combination $\left(w_{1}, w_{2}\right)$ falls to the region of error 0 . In this case we would like to make the correction in a single iteration.

These considerations provide an improvement for the perceptron learning algorithm: if at iteration $t$ the input vector $\mathbf{x} \in P$ is classified erroneously, then we have $\mathbf{w}_{t} \cdot \mathbf{x} \leq 0$. The error $\delta$ can be defined as



Fig. 4.11. A step on the error surface

$$
\delta=-\mathbf{w}_{t} \cdot \mathbf{x}
$$

The new weight vector $\mathbf{w}_{t+1}$ is calculated as follows:

$$
\mathbf{w}_{t+1}=\mathbf{w}_{t}+\frac{\delta+\varepsilon}{\|\mathbf{x}\|^{2}} \mathbf{x}
$$

where $\varepsilon$ denotes a small positive real number. The classification of $\mathbf{x}$ has been corrected in one step because

$$
\begin{aligned}
\mathbf{w}_{t+1} \cdot \mathbf{x} & =\left(\mathbf{w}_{t}+\frac{\delta+\varepsilon}{\|\mathbf{x}\|^{2}} \mathbf{x}\right) \cdot \mathbf{x} \\
& =\mathbf{w}_{t} \cdot \mathbf{x}+(\delta+\varepsilon) \\
& =-\delta+\delta+\varepsilon \\
& =\varepsilon>0
\end{aligned}
$$

The number $\varepsilon$ guarantees that the new weight vector just barely skips over the border of the region with a higher error. The constant $\varepsilon$ should be made small enough to avoid skipping to another region whose error is higher than the current one. When $\mathbf{x} \in N$ the correction step is made similarly, but using the factor $\delta-\varepsilon$ instead of $\delta+\varepsilon$.

The accelerated algorithm is an example of corrective learning: We do not just "reinforce" the weight vector, but completely correct the error that has been made. A variant of this rule is correction of the weight vector using a proportionality constant $\gamma$ as the learning factor, in such a way that at each update the vector $\gamma(\delta+\varepsilon) \mathbf{x}$ is added to $\mathbf{w}$. The learning constant falls to zero as learning progresses.

### 4.2.4 The pocket algorithm

If the learning set is not linearly separable the perceptron learning algorithm does not terminate. However, in many cases in which there is no perfect linear
separation, we would like to compute the linear separation which correctly classifies the largest number of vectors in the positive set $P$ and the negative set $N$. Gallant proposed a very simple variant of the perceptron learning algorithm capable of computing a good approximation to this ideal linear separation. The main idea of the algorithm is to store the best weight vector found so far by perceptron learning (in a "pocket") while continuing to update the weight vector itself. If a better weight vector is found, it supersedes the one currently stored and the algorithm continues to run [152].

## Algorithm 4.2.2 Pocket algorithm

start: Initialize the weight vector $\mathbf{w}$ randomly. Define a "stored" weight vector $\mathbf{w}_{s}=\mathbf{w}$. Set $h_{s}$, the history of $\mathbf{w}_{s}$, to zero.
iterate: Update $\mathbf{w}$ using a single iteration of the perceptron learning algorithm. Keep track of the number $h$ of consecutively successfully tested vectors. If at any moment $h>h_{s}$, substitute $\mathbf{w}_{s}$ with $\mathbf{w}$ and $h_{s}$ with $h$. Continue iterating.

The algorithm can occasionally change a good stored weight vector for an inferior one, since only information from the last run of selected examples is considered. The probability of this happening, however, becomes smaller and smaller as the number of iterations grows. If the training set is finite and the weights and vectors are rational, it can be shown that this algorithm converges to an optimal solution with probability 1 [152].

### 4.2.5 Complexity of perceptron learning

The perceptron learning algorithm selects a search direction in weight space according to the incorrect classification of the last tested vector and does not make use of global information about the shape of the error function. It is a greedy, local algorithm. This can lead to an exponential number of updates of the weight vector.


Fig. 4.12. Worst case for perceptron learning (weight space)

Figure 4.12 shows the different error regions in a worst case scenario. The region with error 0 is bounded by two lines which meet at a small angle. Starting the learning algorithm at point $\mathbf{w}_{0}$, the weight updates will lead to a search path similar to the one shown in the figure. In each new iteration a new weight vector is computed, in such a way that one of two vectors is classified
correctly. However, each of these corrections leads to the other vector being incorrectly classified. The iteration jumps from one region with error 1 to the other one. The algorithm converges only after a certain number of iterations, which can be made arbitrarily large by adjusting the angle at which the lines meet.

Figure 4.12 corresponds to the case in which two almost antiparallel vectors are to be classified in the same half-space (Figure 4.13). An algorithm which rotates the separation line in one of the two directions (like perceptron learning) will require more and more time when the angle between the two vectors approaches 180 degrees.


Fig. 4.13. Worst case for perceptron learning (input space)

This example is a good illustration of the advantages of visualizing learning algorithms in both the input space and its dual, weight space. Figure 4.13 shows the concrete problem and Figure 4.12 illustrates why it is difficult to solve.

### 4.3 Linear programming

A set of input vectors to be separated by a perceptron in a positive and a negative set defines a convex polytope in weight space, whose inner points represent all admissible weight combinations for the perceptron. The perceptron learning algorithm finds a solution when the interior of the polytope is not void. Stated differently: if we want to train perceptrons to classify patterns, we must solve an inner point problem. Linear programming can deal with this kind of task.

### 4.3.1 Inner points of polytopes

Linear programming was developed to solve the following generic problem: Given a set of $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ a function $c_{1} x_{1}+c_{2} x_{2}+\cdots+c_{n} x_{n}$ must
be maximized (or minimized). The variables must obey certain constraints given by linear inequalities of the form

$$
\begin{aligned}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & \leq b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & \leq b_{2} \\
\vdots & \vdots \\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n} & \leq b_{m}
\end{aligned}
$$

All $m$ linear constraints can be summarized in the matrix inequality $\mathbf{A x} \leq \mathbf{b}$, in which $\mathbf{x}$ and $\mathbf{b}$ respectively represent $n$-dimensional and $m$-dimensional column vectors and $\mathbf{A}$ is a $m \times n$ matrix. It is also necessary that $\mathbf{x} \geq \mathbf{0}$, which can always be guaranteed by introducing additional variables.

As in the case of a perceptron, the $m$ inequalities define a convex polytope of feasible values for the variables $x_{1}, x_{2}, \ldots, x_{n}$. If the optimization problem has a solution, this is found at one of the vertices of the polytope. Figure 4.14 shows a two-dimensional example. The shaded polygon is the feasible region. The function to be optimized is represented by the line normal to the vector $c$. Finding the point where this linear function reaches its maximum corresponds to moving the line, without tilting it, up to the farthest position at which it is still in contact with the feasible region, in our case $\xi$. It is intuitively clear that when one or more solutions exist, one of the vertices of the polytope is one of them.


Fig. 4.14. Feasible region for a linear optimization problem

The well-known simplex algorithm of linear programming starts at a vertex of the feasible region and jumps to another neighboring vertex, always moving in a direction in which the function to be optimized increases. In the worst case an exponential number of vertices in the number of inequalities $m$ has to be traversed before a solution is found. On average, however, the
simplex algorithm is not so inefficient. In the case of Figure 4.14 the optimal solution can be found in two steps by starting at the origin and moving to the right. To determine the next vertex to be visited, the simplex algorithm uses as a criterion the length of the projection of the gradient of the function to be optimized on the edges of the polytope. It is in this sense a gradient algorithm. The algorithm can be inefficient because the search for the optimum is constrained to be carried out moving only along the edges of the polytope. If the number of delimiting surfaces is large, a better alternative is to go right through the middle of the polytope.

### 4.3.2 Linear separability as linear optimization

The simplex algorithm and its variants need to start at a point in the feasible region. In many cases it can be arranged to start at the origin. If the feasible region does not contain the origin as one of its vertices, a feasible point must be found first. This problem can be transformed into a linear program.

Let A represent the $m \times n$ matrix of coefficients of the linear constraints and $\mathbf{b}$ an $m$-dimensional column vector. Assume that we are looking for an $n$-dimensional column vector $\mathbf{x}$ such that $\mathbf{A x} \leq \mathbf{b}$. This condition is fulfilled only by points in the feasible region. To simplify the problem, assume that $\mathbf{b} \geq \mathbf{0}$ and that we are looking for vectors $\mathbf{x} \geq \mathbf{0}$. Introducing the column vector $\mathbf{y}$ of $m$ additional slack variables $\left(y_{1}, \ldots, y_{m}\right)$, the inequality $\mathbf{A x} \leq \mathbf{b}$ can be transformed into the equality $\mathbf{A x}+\mathbf{I} \mathbf{y}=\mathbf{b}$, where $\mathbf{I}$ denotes the $m \times m$ identity matrix. The linear program to be solved is then

$$
\min \left\{\sum_{i=1}^{m} y_{i} \mid \mathbf{A x}+\mathbf{I} \mathbf{y}=\mathbf{b}, \mathbf{x} \geq \mathbf{0}, \mathbf{y} \geq \mathbf{0}\right\}
$$

An initial feasible solution for the problem is $\mathbf{x}=\mathbf{0}$ and $\mathbf{y}=\mathbf{b}$. Starting from here an iterative algorithm looks for the minimum of the sum of the slack variables. If the minimum is negative the original problem does not have a solution and the feasible region of $\mathbf{A x} \leq \mathbf{b}$ is void. If the minimum is zero, the value of $\mathbf{x}$ determined during the optimization is an inner point of the feasible region (more exactly, a point at its boundary).

The conditions $\mathbf{x} \geq \mathbf{0}$ and $\mathbf{b} \geq 0$ can be omitted and additional transformations help to transform the more general problem to the canonical form discussed here [157].

Inner points of convex polytopes, defined by separating hyperplanes, can thus be found using linear programming algorithms. Since the computation of the weight vector for a perceptron corresponds to the computation of inner points of convex polytopes, this means that perceptron learning can also be handled in this way. If two sets of vectors are not linearly separable, the linear programming algorithm can detect it. The complexity of linearly separating points in an input space is thus bounded by the complexity of solving linear programming problems.

The perceptron learning algorithm is not the most efficient method for perceptron learning, since the number of steps can grow exponentially in the worst case. In the case of linear programming, theoreticians have succeeded in crafting algorithms which need a polynomial number of iterations and return the optimal solution or an indication that it does not exist.

### 4.3.3 Karmarkar's algorithm

In 1984 a fast polynomial time algorithm for linear programming was proposed by Karmarkar [236]. His algorithm starts at an inner point of the solution region and proceeds in the direction of steepest ascent (if maximizing), taking care not to step out of the feasible region.

Figure 4.15 schematically shows how the algorithm works. The algorithm starts with a canonical form of the linear programming problem in which the additional constraint $x_{1}+x_{2}+\cdots+x_{n}=1$ is added to the basic constraints $\mathbf{A x} \geq \mathbf{0}$, where $x_{1}, \ldots, x_{n}$ are the variables in the problem. Some simple transformations can bring the original problem into this form. The point $\mathbf{e}=\frac{1}{n}(1,1, \ldots, 1)$ is considered the middle of the solution polytope and each iteration step tries to transform the original problem in such a way that this is always the starting point.


Fig. 4.15. Transformation of the solution polytope

An initial point $a_{0}$ is selected in the interior of the solution polytope and then brought into the middle $\mathbf{e}$ of the transformed feasible region using a projective transformation $T$. A projective transformation maps each point $\mathbf{x}$ in the hyperplane $x_{1}+x_{2}+\cdots+x_{n}=1$ to a point $\mathbf{x}^{\prime}$ in another hyperplane, whereby the line joining $\mathbf{x}$ and $\mathbf{x}^{\prime}$ goes through a predetermined point $p$. The transformation is applied on the initial point $a_{0}$, the matrix $\mathbf{A}$ of linear constraints and also to the linear function $\mathbf{c}^{T} \mathbf{x}$ to be optimized. After the
transformation, the radius of the largest sphere with center $a_{0}^{\prime}$ and inside the transformed feasible region is computed. Starting at the center of the sphere a new point in the direction of the transformed optimizing direction $\mathbf{c}^{\prime}$ is computed. The step length is made shorter than the computed maximal radius by a small factor, to avoid reaching the surface of the solution polytope. The new point $a_{1}^{\prime}$ computed in this way is a feasible point and is also strictly in the interior of the solution polytope. The point $a_{1}^{\prime}$ is transformed back to the original space using the inverse projective transformation $T^{-1}$ and a new iteration can start again from this point. This basic step is repeated, periodically testing whether a vertex of the polytope is close enough and optimal. At this moment the algorithm stops and takes this vertex as the solution of the problem (Figure 4.16). Additionally, a certain checking must be done in each iteration to confirm that a solution to the optimization problem exists and that the cost function is not unbounded.


Fig. 4.16. Example of a search path for Karmarkar's algorithm

In the worst case Karmarkar's algorithm executes in a number of iterations proportional to $n^{3.5}$, where $n$ is the number of variables in the problem and other factors are kept constant. Some published modifications of Karmarkar's algorithm are still more efficient but start beating the simplex method in the average case only when the number of variables and constraints becomes relatively large, since the computational overhead for a small number of constraints is not negligible [257].

The existence of a polynomial time algorithm for linear programming and for the solution of interior point problems shows that perceptron learning is not what is called a hard computational problem. Given any number of training patterns, the learning algorithm (in this case linear programming) can decide whether the problem has a solution or not. If a solution exists, it finds the appropriate weights in polynomial time at most.

### 4.4 Historical and bibliographical remarks

The success of the perceptron and the interest it aroused in the 1960s was a direct product of its learning capabilities, different from the hand-design approach of previous models. Later on, research in this field reached an impasse when a learning algorithm for more general networks was still unavailable.

Minsky and Papert [312] analyzed the features and limitations of the perceptron model in a rigorous way. They could show that the perceptron learning algorithm needs an exponential number of learning steps in the worst case. However, perceptron learning is in the average case fairly efficient. Mansfield showed that when the training set is selected randomly from a half-space, the number of iterations of the perceptron learning algorithm is comparable to the number of iterations needed by ellipsoid methods for linear programming (up to dimension 30) [290]. Baum had previously shown that when the learning set is picked by a non-malicious adversary, the complexity of perceptron learning is polynomial [46].

More recently the question has arisen of whether a given set of nonlinearly separable patterns can be decomposed in such a way that the largest linearly separable subset can be detected. Amaldi showed that this is an NPcomplete problem, that is, a problem for which presumably no polynomial time algorithm exists (compare Chap. 10).

The conditions for perfect perceptron learning can be also relaxed. If the set of patterns is not linearly separable, we can look for the separation that minimizes the average quadratic error, without requiring it to be zero. In this case statistical methods or the backpropagation algorithm (Chap. 7) can be used.

After the invention of the simplex algorithm for linear programming there was a general feeling that it could be proven that one of its variants was of polynomial complexity in the number of constraints and of variables. This was due to the fact that the actual experience with the algorithm showed that in the average case a solution was found in much less than exponential time. However, in 1972 Klee and Minty [247] gave a counterexample which showed that there were situations in which the simplex method visited $2^{n-1}$ vertices of a feasible region with $2^{n}$ vertices. Later it was rigorously proven that the simplex method is polynomial in the average case [64]. The question of the existence of a polynomial time algorithm for linear programming was settled by Khachiyan in 1979, when he showed that a recursive construction of ellipsoids could lead to finding the optimal vertex of the feasible region in polynomial time [244]. His algorithm, however, was very computationally intensive for most of the average-sized problems and could not displace the simplex method. Karmarkar's algorithm, a further development of the ellipsoid method including some very clever transformations, aroused much interest when it was first introduced in 1984. So many variations of the original algorithm have appeared that they are collectively known as Karmarkar-type algorithms. Minimization problems with thousands of constraints can now be
dealt with efficiently by these polynomial time algorithms, but since the simplex method is fast in the average case it continues to be the method of choice in medium-sized problems.

Interesting variations of perceptron learning were investigated by Fontanari and Meir, who coded the different alternatives of weight updates according to the local information available to each weight and let a population of algorithms evolve. With this kind of "evolution strategy" they found competitive algorithms similar to the standard methods [140].

## Exercises

1. Implement the perceptron learning algorithm in the computer. Find the weights for an edge detection operator using this program. The inputoutput examples can be taken from a digitized picture of an object and another one in which only the edges of the object have been kept.
2. Give a numerical example of a training set that leads to many iterations of the perceptron learning algorithm.
3 . How many vectors can we pick randomly in an $n$-dimensional space so that they all belong to the same half-space? Produce a numerical estimate using a computer program.
3. The perceptron learning algorithm is usually fast if the vectors to be linearly separated are chosen randomly. Choose a weight vector w for a perceptron randomly. Generate $p$ points in input space and classify them in a positive or negative class according to their scalar product with $\mathbf{w}$. Now train a perceptron using this training set and measure the number of iterations needed. Make a plot of $n$ against $p$ for dimension up to 10 and up to 100 points.

## Unsupervised Learning and Clustering Algorithms

### 5.1 Competitive learning

The perceptron learning algorithm is an example of supervised learning. This kind of approach does not seem very plausible from the biologist's point of view, since a teacher is needed to accept or reject the output and adjust the network weights if necessary. Some researchers have proposed alternative learning methods in which the network parameters are determined as a result of a self-organizing process. In unsupervised learning corrections to the network weights are not performed by an external agent, because in many cases we do not even know what solution we should expect from the network. The network itself decides what output is best for a given input and reorganizes accordingly.

We will make a distinction between two classes of unsupervised learning: reinforcement and competitive learning. In the first method each input produces a reinforcement of the network weights in such a way as to enhance the reproduction of the desired output. Hebbian learning is an example of a reinforcement rule that can be applied in this case. In competitive learning, the elements of the network compete with each other for the "right" to provide the output associated with an input vector. Only one element is allowed to answer the query and this element simultaneously inhibits all other competitors.

This chapter deals with competitive learning. We will show that we can conceive of this learning method as a generalization of the linear separation methods discussed in the previous two chapters.

### 5.1.1 Generalization of the perceptron problem

A single perceptron divides input space into two disjoint half-spaces. However, as we already mentioned in Chap. 3, the relative number of linearly separable Boolean functions in relation to the total number of Boolean functions converges to zero as the dimension of the input increases without bound. There-
fore we would like to implement some of those not linearly separable functions using not a single perceptron but a collection of computing elements.


Fig. 5.1. The two sets of vectors $P$ and $N$

Figure 5.1 shows a two-dimensional problem involving two sets of vectors, denoted respectively $P$ and $N$. The set $P$ consists of a more or less compact bundle of vectors. The set $N$ consists of vectors clustered around two different regions of space.


Fig. 5.2. Three weight vectors for the three previous clusters

This classification problem is too complex for a single perceptron. A weight vector $\mathbf{w}$ cannot satisfy $\mathbf{w} \cdot \mathbf{p} \geq 0$ for all vectors $\mathbf{p}$ in $P$ and $\mathbf{w} \cdot \mathbf{n}<0$ for all vectors $\mathbf{n}$ in $N$. In this situation it is possible to find three different vectors $\mathbf{w}_{1}, \mathbf{w}_{2}$ and $\mathbf{w}_{3}$ which can act as a kind of "representative" for the vectors in each of the three clusters $A, B$ and $C$ shown in Figure 5.2. Each one of
these vectors is not very far apart from every vector in its cluster. Each weight vector corresponds to a single computing unit, which only fires when the input vector is close enough to its own weight vector.

If the number and distribution of the input clusters is known in advance, we can select a representative for each one by doing a few simple computations. However the problem is normally much more general: if the number and distribution of clusters is unknown, how can we decide how many computing units and thus how many representative weight vectors we should use? This is the well-known clustering problem, which arises whenever we want to classify multidimensional data sets whose deep structure is unknown. One example ot this would be the number of phonemes in speech. We can transform small segments of speech to $n$-dimensional data vectors by computing, for example, the energy in each of $n$ selected frequency bands. Once this has been done, how many different patterns should we distinguish? As many as we think we perceive in English? However, there are African languages with a much richer set of articulations. It is this kind of ambiguity that must be resolved by unsupervised learning methods.

### 5.1.2 Unsupervised learning through competition

The solution provided in this chapter for the clustering problem is just a generalization of perceptron learning. Correction steps of the perceptron learning algorithm rotate the weight vector in the direction of the wrongly classified input vector (for vectors belonging to the positive half-space). If the problem is solvable, the weight vector of a perceptron oscillates until a solution is found.


Fig. 5.3. A network of three competing units

In the case of unsupervised learning, the $n$-dimensional input is processed by exactly the same number of computing units as there are clusters to be individually identified. For the problem of three clusters in Figure 5.2 we could use the network shown in Figure 5.3.

The inputs $x_{1}$ and $x_{2}$ are processed by the three units in Figure 5.3. Each unit computes its weighted input, but only the unit with the largest excitation is allowed to fire a 1 . The other units are inhibited by this active element through the lateral connections shown in the diagram. Deciding whether or not to activate a unit requires therefore global information about the state of each unit. The firing unit signals that the current input is an element of the cluster of vectors it represents. We could also think of this computation as being performed by perceptrons with variable thresholds. The thresholds are adjusted in each computation in such a way that just one unit is able to fire.

The following learning algorithm allows the identification of clusters of input vectors. We can restrict the network to units with threshold zero without losing any generality.

## Algorithm 5.1.1 Competitive learning

Let $X=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{\ell}\right)$ be a set of normalized input vectors in $n$ dimensional space which we want to classify in $k$ different clusters. The network consists of $k$ units, each with $n$ inputs and threshold zero.
start: The normalized weight vectors $\mathbf{w}_{1}, \ldots, \mathbf{w}_{k}$ are generated randomly.
test: Select a vector $\mathbf{x}_{j} \in X$ randomly.
Compute $\mathbf{x}_{j} \cdot \mathbf{w}_{i}$ for $i=1, \ldots, k$.
Select $\mathbf{w}_{m}$ such that $\mathbf{w}_{m} \cdot \mathbf{x}_{j} \geq \mathbf{w}_{i} \cdot \mathbf{x}_{j}$ for $i=1, \ldots, k$.
Continue with update.
update:Substitute $\mathbf{w}_{m}$ with $\mathbf{w}_{m}+\mathbf{x}_{j}$ and normalize.
Continue with test.
The algorithm can be stopped after a predetermined number of steps. The weight vectors of the $k$ units are "attracted" in the direction of the clusters in input space. By using normalized vectors we prevent one weight vector from becoming so large that it would win the competition too often. The consequence could be that other weight vectors are never updated so that they just lie unused. In the literature the units associated with such vectors are called dead units. The difference between this algorithm and perceptron learning is that the input set cannot be classified a priori in a positive or a negative set or in any of several different clusters.

Since input and weight vectors are normalized, the scalar product $\mathbf{w}_{i} \cdot \mathbf{x}_{j}$ of a weight and an input vector is equal to the cosine of the angle spanned by both vectors. The selection rule (maximum scalar product) guarantees that the weight vector $\mathbf{w}_{m}$ of the cluster that is updated is the one that lies closest to the tested input vector. The update rule rotates the weight vector $\mathbf{w}_{m}$ in the direction of $\mathbf{x}_{j}$. This can be done using different learning rules:

- Update with learning constant - The weight update is given by

$$
\Delta \mathbf{w}_{m}=\eta \mathbf{x}_{j} .
$$

The learning constant $\eta$ is a real number between 0 and 1 . It decays to 0 as learning progresses. The plasticity of the network can be controlled in such a way that the corrections are more drastic in the first iterations and afterwards become more gradual.

- Difference update - The weight update is given by

$$
\Delta \mathbf{w}_{m}=\eta\left(\mathbf{x}_{j}-\mathbf{w}_{m}\right) .
$$

The correction is proportional to the difference of both vectors.

- Batch update - Weight corrections are computed and accumulated. After a number of iterations the weight corrections are added to the weights. The use of this rule guarantees some stability in the learning process.

The learning algorithm 5.1.1 uses the strategy known as winner-takes-all, since only one of the network units is selected for a weight update. Convergence to a good solution can be accelerated by distributing the initial weight vectors according to an adequate heuristic. For example, one could initialize the $k$ weight vectors with $k$ different input vectors. In this way no weight vector corresponds to a dead unit. Another possibility is monitoring the number of updates for each weight vector in order to make the process as balanced as possible (see Exercise 4). This is called learning with conscience.

### 5.2 Convergence analysis

In Algorithm 5.1.1 no stop condition is included. Normally only a fixed number of iterations is performed, since it is very difficult to define the "natural" clustering for some data distributions. If there are three well-defined clusters, but only two weight vectors are used, it could well happen that the weight vectors keep skipping from cluster to cluster in a vain attempt to cover three separate regions with just two computing units. The convergence analysis of unsupervised learning is therefore much more complicated than for perceptron learning, since we are dealing with a much more general problem. Analysis of the one-dimensional case already shows the difficulties of dealing with convergence of unsupervised learning.

### 5.2.1 The one-dimensional case - energy function

In the one-dimensional case we deal with clusters of numbers in the real line. Let the input set be $\{-1.3,-1.0,-0.7,0.7,1.0,1.3\}$.

Note that we avoid normalizing the input or the weights, since this would make no sense in the one-dimensional case. There are two well-defined clusters

centered at -1 and 1 respectively. This clustering must be identified by the network shown in Figure 5.4, which consists of two units, each with one weight. A possible solution is $\alpha=-1$ and $\beta=1$. The winning unit inhibits the other unit.


Fig. 5.4. Network for the one-dimensional case

If the learning algorithm is started with $\alpha$ negative and small and $\beta$ positive and small, it is easy to see that the cluster of negative numbers will attract $\alpha$ and the cluster of positive numbers will attract $\beta$. We should expect to see $\alpha$ converge to -1 and $\beta$ to 1 . This means that one of the weights converges to the centroid of the first cluster and the other weight to the centroid of the second. This attraction can be modeled as a kind of force. Let $x$ be a point in a cluster and $\alpha_{0}$ the current weight of the first unit. The attraction of $x$ on the weight is given by

$$
F_{x}\left(\alpha_{0}\right)=\gamma\left(x-\alpha_{0}\right)
$$

where $\gamma$ is a constant. Statisticians speak of a "potential" or "inertia" associated with this force. We will call the potential associated with $F_{x}$ the energy function corresponding to the learning task. The energy function for our example is given by

$$
E_{x}\left(\alpha_{0}\right)=\int-\gamma\left(x-\alpha_{0}\right) d \alpha_{0}=\frac{\gamma}{2}\left(x-\alpha_{0}\right)^{2}+C
$$

where $C$ is an integration constant and the integration is performed over cluster 1. Note that in this case we compute the form of the function for a given $\alpha_{0}$ under the assumption that all points of cluster 1 are nearer to $\alpha_{0}$ than to the second weight $\beta$. The energy function is quadratic with a well-defined global minimum, since in the discrete case the integral is just a summation, and a sum of quadratic functions is also quadratic. Figure 5.5 shows the basins of attraction for the two weights $\alpha$ and $\beta$, created by two clusters in the real line which we defined earlier.

Since the attraction of each cluster-point on each of the two weights depends on their relative position, a graphical representation of the energy function must take both $\alpha$ and $\beta$ into account. Figure 5.6 is a second visualization


Fig. 5.5. Attractors generated by two one-dimensional clusters
attempt. The vertical axis represents the sum of the distances from $\alpha$ to each one of the cluster-points which lie nearer to $\alpha$ than to $\beta$, plus the sum of the distances from $\beta$ to each one of the cluster-points which lie nearer to $\beta$ than to $\alpha$. The gradient of this distance function is proportional to the attraction on $\alpha$ and $\beta$. As can be seen there are two global minima: the first at $\alpha=1, \beta=-1$ and the second at $\alpha=-1, \beta=1$. Which of these two global minima will be found depends on the weight initialization.


Fig. 5.6. Energy distribution for two one-dimensional clusters

Note, however, that there are also two local minima. If $\alpha$, for example, is very large in absolute value, this weight will not be updated, so that $\beta$ converges to 0 and $\alpha$ remains unchanged. The same is valid for $\beta$. The dynamics of the learning process is given by gradient descent on the energy function. Figure 5.7 is a close-up of the two global minima.


Fig. 5.7. Close-up of the energy distribution

The two local minima in Figure 5.6 correspond to the possibility that unit 1 or unit 2 could become "dead units". This happens when the initial weight vectors lie so far apart from the cluster points that they are never selected for an update.

### 5.2.2 Multidimensional case - the classical methods

It is not so easy to show graphically how the learning algorithm behaves in the multidimensional case. All we can show are "instantaneous" slices of the energy function which give us an idea of its general shape and the direction of the gradient. A straightforward generalization of the formula used in the previous section provides us with the following definition:

Definition 5. The energy function of a set $X=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}\right\}$ of $n$ dimensional normalized vectors $(n \geq 2)$ is given by

$$
E_{X}(\mathbf{w})=\sum_{i=1}^{m}\left(\mathbf{x}_{i}-\mathbf{w}\right)^{2}
$$

where $\mathbf{w}$ denotes an arbitrary vector in n-dimensional space.
The energy function is the sum of the quadratic distances from $\mathbf{w}$ to the input vectors $\mathbf{x}_{i}$. The energy function can be rewritten in the following form:

$$
E_{X}(\mathbf{w})=m \mathbf{w}^{2}-2 \sum_{i=1}^{m} \mathbf{x}_{i} \cdot \mathbf{w}+\sum_{i=1}^{m} \mathbf{x}_{i}^{2}
$$

$$
\begin{aligned}
& =m\left(\mathbf{w}^{2}-\frac{2}{m} \mathbf{w} \cdot \sum_{i=1}^{m} \mathbf{x}_{i}\right)+\sum_{i=1}^{m} \mathbf{x}_{i}^{2} \\
& =m\left(\mathbf{w}-\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i}\right)^{2}-\frac{1}{m^{2}}\left(\sum_{i=1}^{m} \mathbf{x}_{i}\right)^{2}+\sum_{i=1}^{m} \mathbf{x}_{i}^{2} \\
& =m\left(\mathbf{w}-\mathbf{x}^{*}\right)^{2}+K
\end{aligned}
$$

The vector $\mathbf{x}^{*}$ is the centroid of the cluster $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$ and $K$ a constant. The energy function has a global minimum at $\mathbf{x}^{*}$. Figure 5.8 shows the energy function for a two-dimensional example. The first cluster has its centroid at $(-1,1)$, the second at $(1,-1)$. The figure is a snapshot of the attraction exerted on the weight vectors when each cluster attracts a single weight vector.


Fig. 5.8. Energy function of two two-dimensional clusters

Statisticians have worked on the problem of finding a good clustering of empirical multidimensional data for many years. Two popular approaches are:

- $k$-nearest neighbors - Sample input vectors are stored and classified in one of $\ell$ different classes. An unknown input vector is assigned to the class to which the majority of its $k$ closest vectors from the stored set belong (ties can be broken with special heuristics) [110]. In this case a training set is needed, which is later expanded with additional input vectors.
- $k$-means - Input vectors are classified in $k$ different clusters (at the beginning just one vector is assigned to each cluster). A new vector $\mathbf{x}$ is assigned to the cluster $k$ whose centroid $\mathbf{c}_{k}$ is the closest one to the vector. The centroid vector is updated according to

$$
\mathbf{c}_{k}=\mathbf{c}_{k}+\frac{1}{n_{k}}\left(\mathbf{x}-\mathbf{c}_{k}\right)
$$

where $n_{k}$ is the number of vectors already assigned to the $k$-th cluster. The procedure is repeated iteratively for the whole data set [282]. This method is similar to Algorithm 5.1.1, but there are several variants. The centroids can be updated at the end of several iterations or right after the test of each new vector. The centroids can be calculated with or without the new vector [59].

The main difference between a method like $k$-nearest neighbors and the algorithm discussed in this chapter is that we do not want to store the input data but only capture its structure in the weight vectors. This is particularly important for applications in which the input data changes with time. The transmission of computer graphics is a good example. The images can be compressed using unsupervised learning to find an adequate vector quantization. We do not want to store all the details of those images, only their relevant statistics. If these statistics change, we just have to adjust some network weights and the process of image compression still runs optimally (see Sect. 5.4.2).

### 5.2.3 Unsupervised learning as minimization problem

In some of the graphics of the energy function shown in the last two sections, we used a strong simplification. We assumed that the data points belonging to a given cluster were known so that we could compute the energy function. But this is exactly what the network should find out. Different assumptions lead to different energy function shapes.


Fig. 5.9. Extreme points of the normalized vectors of a cluster

We can illustrate the iteration process using a three-dimensional example. Assume that two clusters of four normalized vectors are given. One of the clusters is shown in Figure 5.9. Finding the center of this cluster is equivalent to the two-dimensional problem of finding the center of two clusters of four
points at the corners of two squares. Figure 5.10 shows the distribution of members of the two clusters and the initial points $a$ and $b$ selected for the iteration process. You can think of these two points as the endpoints of two normalized vectors in three-dimensional space and of the two-dimensional surface as an approximation of the "flattened" surface of the sphere.

The method we describe now is similar to Algorithm 5.1.1, but uses the Euclidian distance between points as metric. The energy of a point in $\mathbb{R}^{2}$ corresponds to the sum of the quadratic distances to the points in one of the two clusters. For the initial configuration shown in Figure 5.10 all points above the horizontal line lie nearer to $a$ than to $b$ and all points below the line lie nearer to $b$ than to $a$.


Fig. 5.10. Two cluster and initial points 'a' and 'b'


Fig. 5.11. Energy function for the initial points

Figure 5.11 shows the contours of the energy function. As can be seen, both $a$ and $b$ are near to equilibrium. The point $a$ is a representative for the cluster of the four upper points, point $b$ a representative for the cluster of the four lower points. If one update of the position of $a$ and $b$ that modifies the distribution of the cluster points is computed, the shape of the energy function
changes dramatically, as shown in Figure 5.12. In this case, the distribution of points nearer to $a$ than to $b$ has changed (as illustrated by the line drawn between $a$ and $b$ ). After several more steps of the learning algorithm the situation shown in Figure 5.13 could be reached, which corresponds now to stable equilibrium. The points $a$ and $b$ cannot jump out of their respective clusters, since the iterative corrections always map points inside the squares to points inside the squares.


Fig. 5.12. Energy function for a new distribution


Fig. 5.13. Energy function for the linear separation $x=0$

### 5.2.4 Stability of the solutions

The assignment of vectors to clusters can become somewhat arbitrary if we do not have some way of measuring a "good clustering". A simple approach is determining the distance between clusters.

Figure 5.14 shows two clusters of vectors in a two-dimensional space. On the left side we can clearly distinguish the two clusters. On the right side we have selected two weight vectors $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ as their representatives. Each weight vector lies near to the vectors in its cluster, but $\mathbf{w}_{1}$ lies inside the cone defined by its cluster and $\mathbf{w}_{2}$ outside. It is clear that $\mathbf{w}_{1}$ will not jump outside the cone in future iterations, because it is only attracted by the vectors in its cluster. Weight vector $\mathbf{w}_{2}$ will at some point jump inside the cone defined by its cluster and will remain there.


Fig. 5.14. Two vector clusters (left) and two representative weight vectors (right)

This kind of distribution is a stable solution or a solution in stable equilibrium. Even if the learning algorithm runs indefinitely, the weight vectors will stay by their respective clusters.

As can be intuitively grasped, stable equilibrium requires clearly delimited clusters. If the clusters overlap or are very extended, it can be the case that no stable solution can be found. In this case the distribution of weight vectors remains in unstable equilibirum.

Definition 6. Let $P$ denote the set $\left\{\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{m}\right\}$ of $n$-dimensional $(n \geq 2)$ vectors located in the same half-space. The cone $K$ defined by $P$ is the set of all vectors $\mathbf{x}$ of the form $\mathbf{x}=\alpha_{1} \mathbf{p}_{1}+\alpha_{2} \mathbf{p}_{2}+\cdots+\alpha_{m} \mathbf{p}_{m}$, where $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ are positive real numbers.

The cone of a cluster contains all vectors "between" the cluster. The condition that all vectors are located in the same half-space forbids degenerate cones filling the whole space.

The diameter of a cone defined by normalized vectors is proportional to the maximum possible angle between two vectors in the cluster.

Definition 7. The angular diameter $\varphi$ of a cone $K$, defined by normalized vectors $\left\{\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{m}\right\}$ is

$$
\varphi=\sup \{\arccos (\mathbf{a} \cdot \mathbf{b}) \mid \forall \mathbf{a}, \mathbf{b} \in K, \text { with }\|\mathbf{a}\|=\|\mathbf{b}\|=1\}
$$

where $0 \leq \arccos (\mathbf{a} \cdot \mathbf{b}) \leq \pi$.
A sufficient condition for stable equilibrium, which formalizes the intuitive idea derived from the example shown in Figure 5.14, is that the angular diameter of the cluster's cone must be smaller than the distance between clusters. This can be defined as follows:

Definition 8. Let $P=\left\{\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{m}\right\}$ and $N=\left\{\mathbf{n}_{1}, \mathbf{n}_{2}, \ldots, \mathbf{n}_{k}\right\}$ be two non-void sets of normalized vectors in an $n$-dimensional space ( $n \geq 2$ ) that define the cones $K_{P}$ and $K_{N}$ respectively. If the intersection of the two cones is void, the angular distance between the cones is given by

$$
\psi_{P N}=\inf \left\{\arccos (\mathbf{p} \cdot \mathbf{n}) \mid \mathbf{p} \in K_{P}, \mathbf{n} \in K_{N}, \text { with }\|\mathbf{p}\|=\|\mathbf{n}\|=1\right\}
$$

where $0 \leq \arccos (\mathbf{p} \cdot \mathbf{n}) \leq \pi$. If the two cones intersect, the angular distance between them is zero.

It is easy to prove that if the angular distance between clusters is greater than the angular diameter of the clusters, a stable solution exists in which the weight vectors of an unsupervised network lie in the cluster's cones. Once there, the weight vectors will not leave the cones (see Exercise 1).

In many applications it is not immediately obvious how to rank different clusterings according to their quality. The usual approach is to define a cost function which penalizes too many clusters, and favors less but more compact clusters [77]. An extreme example could be identifying each data point as a cluster. This should be forbidden by the optimization of the cost function.

### 5.3 Principal component analysis

In this section we discuss a second kind of unsupervised learning and its application for the computation of the principal components of empirical data. This information can be used to reduce the dimensionality of the data. If the data was coded using $n$ parameters, we would like to encode them using fewer parameters and without losing any essential information.

### 5.3.1 Unsupervised reinforcement learning

For the class of algorithms we want to consider we will build networks of linear associators. This kind of unit exclusively computes the weighted input as result. This means that we omit the comparison with a threshold. Linear associators are used predominantly in associative memories (Chap. ??).


Fig. 5.15. Linear associator

Assume that a set of empirical data is given which consists of $n$-dimensional vectors $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$. The first principal component of this set of vectors is a vector $\mathbf{w}$ which maximizes the expression

$$
\frac{1}{m} \sum_{i=1}^{m}\left\|\mathbf{w} \cdot \mathbf{x}_{i}\right\|^{2}
$$

that is, the average of the quadratic scalar products. Figure 5.16 shows an example of a distribution centered at the origin (that is, the centroid of the data lies at the origin). The diagonal runs in the direction of maximum variance of the data. The orthogonal projection of each point on the diagonal represents a larger absolute displacement from the origin than each one of its $x_{1}$ and $x_{2}$ coordinates. It can be said that the projection contains more information than each individual coordinate alone [276]. In order to statistically analyze this data it is useful to make a coordinate transformation, which in this case would be a rotation of the coordinate axis by 45 degrees. The information content of the new $x$ coordinate is maximized in this way. The new direction of the $x_{1}$ axis is the direction of the principal component.


Fig. 5.16. Distribution of input data

The second principal component is computed by subtracting from each vector $\mathbf{x}_{i}$ its projection on the first principal component. The first principal component of the residues is the second principal component of the original data. The second principal component is orthogonal to the first one. The
third principal component is computed recursively: the projection of each vector onto the first and second principal components is subtracted from each vector. The first principal component of the residues is now the third principal component of the original data. Additional principal components are computed following such a recursive strategy.

Computation of the principal components makes a reduction of the dimension of the data with minimal loss of information feasible. In the example of Figure 5.16 each point can be represented by a single number (the length of its projection on the diagonal line) instead of two coordinates $x_{1}$ and $x_{2}$. If we transmit these numbers to a receiver, we have to specify as sender the direction of the principal component and each one of the projections. The transmission error is the difference between the real and the reconstructed data. This difference is the distance from each point to the diagonal line. The first principal component is thus the direction of the line which minimizes the sum of the deviations, that is the optimal fit to the empirical data. If a set of points in three-dimensional space lies on a line, this line is the principal component of the data and the three coordinates can be transformed into a single number. In this case there would be no loss of information, since the second and third principal components vanish. As we can see, analysis of the principal components helps in all those cases in which the input data is concentrated in a small region of the input space.

In the case of neural networks, the set of input vectors can change in the course of time. Computation of the principal components can be done only adaptively and step by step. In 1982 Oja proposed an algorithm for linear associators which can be used to compute the first principal component of empirical data [331]. It is assumed that the distribution of the data is such that the centroid is located at the origin. If this is not the case for a data set, it is always possible to compute the centroid and displace the origin of the coordinate system to fulfill this requirement.

## Algorithm 5.3.1 Computation of the first principal component

start: Let $X$ be a set of $n$-dimensional vectors.
The vector $\mathbf{w}$ is initialized randomly ( $\mathbf{w} \neq \mathbf{0}$ ).
A learning constant $\gamma$ with $0<\gamma \leq 1$ is selected.
update: A vector $\mathbf{x}$ is selected randomly from $X$. The scalar product $\phi=\mathbf{x} \cdot \mathbf{w}$ is computed. The new weight vector is $\mathbf{w}+\gamma \phi(\mathbf{x}-\phi \mathbf{w})$. Go to update, making $\gamma$ smaller.

Of course, a stopping condition has to be added to the above algorithm (for example a predetermined number of iterations). The learning constant $\gamma$ is chosen as small as necessary to guarantee that the weight updates are not too abrupt (see below). The algorithm is another example of unsupervised learning, since the principal component is found by applying "blind" updates
to the weight vector. Oja's algorithm has the additional property of automatically normalizing the weight vector $\mathbf{w}$. This saves an explicit normalization step in which we need global information (the value of each weight) to modify each individual weight. With this algorithm each update uses only local information, since each component of the weight vector is modified taking into account only itself, its input, and the scalar product computed at the linear associator.

### 5.3.2 Convergence of the learning algorithm

With a few simple geometric considerations we can show that Oja's algorithm must converge when a unique solution to the task exists. Figure 5.17 shows an example with four input vectors whose principal component points in the direction of $\mathbf{w}$. If Oja's algorithm is started with this set of vectors and $\mathbf{w}$, then $\mathbf{w}$ will oscillate between the four vectors but will not leave the cone defined by them. If $\mathbf{w}$ has length 1 , then the scalar product $\phi=\mathbf{x} \cdot \mathbf{w}$ corresponds to the length of the projection of $\mathbf{x}$ on $\mathbf{w}$. The vector $\mathbf{x}-\phi \mathbf{w}$ is a vector normal to $\mathbf{w}$. An iteration of Oja's algorithm attracts $\mathbf{w}$ to a vector in the cluster. If it can be guaranteed that $\mathbf{w}$ remains of length 1 or close to 1 , the effect of a number of iterations is just to bring $\mathbf{w}$ into the middle of the cluster.


Fig. 5.17. Cluster of vectors and principal component

We must show that the vector $\mathbf{w}$ is automatically normalized by this algorithm. Figure 5.18 shows the necessary geometric constructions. The left side shows the case in which the length of vector $\mathbf{w}$ is greater than 1 . Under these circumstances the vector $(\mathbf{x} \cdot \mathbf{w}) \mathbf{w}$ has a length greater than the length of the orthogonal projection of $\mathbf{x}$ on $\mathbf{w}$. Assume that $\mathbf{x} \cdot \mathbf{w}>0$, that is, the vectors $\mathbf{x}$ and $\mathbf{w}$ are not too far away. The vector $\mathbf{x}-(\mathbf{x} \cdot \mathbf{w}) \mathbf{w}$ has a negative projection on $\mathbf{w}$ because

$$
(\mathbf{x}-(\mathbf{x} \cdot \mathbf{w}) \mathbf{w}) \cdot \mathbf{w}=\mathbf{x} \cdot \mathbf{w}-\|\mathbf{w}\|^{2} \mathbf{x} \cdot \mathbf{w}<0
$$

Now we have to think about the result of many iterations of this type. The vector $\mathbf{x}-(\mathbf{x} \cdot \mathbf{w}) \mathbf{w}$ has a component normal to $\mathbf{w}$ and another pointing in the negative direction of $\mathbf{w}$. Repeated iterations will bring $\mathbf{w}$ into the middle of the cluster of vectors, so that in the average case the normal components later cancel. However, the negative component does not cancel if $\mathbf{w}$ is still of a length greater than 1 . The net effect of the iterations is therefore to position $\mathbf{w}$ correctly, but also to make it smaller. However, care must be taken to avoid making $\mathbf{w}$ too small or even reversing its direction in a single iteration. This can be avoided by setting the learning constant $\gamma$ as small as necessary. It also helps to normalize the training vectors before the algorithm is started. If the vector $\mathbf{x}$ has a positive scalar product $\phi$ with $\mathbf{w}$, we would like also the new weight vector to have a positive scalar product with $\mathbf{x}$. This means that we want the following inequality to hold

$$
\mathbf{x} \cdot(\mathbf{w}+\gamma \phi(\mathbf{x}-\phi \mathbf{w})>0
$$

This is equivalent to

$$
\gamma\left(\|\mathbf{x}\|^{2}-\phi^{2}\right)>-1
$$

and if $\gamma$ is positive and small the inequality can always be satisfied regardless of the sign of $\|\mathbf{x}\|^{2}-\phi^{2}$.


Fig. 5.18. The two cases in Oja's algorithm

The right side of Figure 5.18 shows what happens when the vector $\mathbf{w}$ has a length smaller than 1 . In this case the vector $\mathbf{x}-(\mathbf{x} \cdot \mathbf{w}) \mathbf{w}$ has a positive projection on $\mathbf{w}$. The normal component of this vector will bring $\mathbf{w}$ into the center of the cluster after repeated iterations. The positive projection of this vector on $\mathbf{w}$ has the net effect of making $\mathbf{w}$ larger. Combining both cases, we can deduce that the net effect of the algorithm is to bring $\mathbf{w}$ into the middle of the cluster, while at the same time the length of $\mathbf{w}$ oscillates around 1 (for a small enough $\gamma$ ). Once this state is achieved, and if the task has a unique solution, $\mathbf{w}$ just oscillates around its equilibrium position and equilibrium length. Note, however, that these are considerations about the expected value
of $\mathbf{w}$. If the clusters are sparsely populated or if the data vectors are of very different lengths, the actual value of $\mathbf{w}$ can differ significantly at each iteration from its average value.

It can be shown that the first principal component of a set of vectors is equivalent to the direction of the longest eigenvector of their correlation matrix [225] and that Oja's algorithm finds approximately this direction.

### 5.3.3 Multiple principal components

Sanger proposed a network architecture capable of finding the first $m$ principal components of a data set [387]. The idea is to compute the first principal component using a linear associator and then to subtract the projection of the data on this direction from the data itself. The residues are processed by the next linear associator in the chain. This unit computes the second principal component of the original data. Figure 5.19 shows the structure of the network. The figure shows the connections associated with vector $\mathbf{w}_{1}$ as an arrow in order to simplify the wiring diagram.


Fig. 5.19. Network for the iterative computation of the first three principal components

The network weights are found using Oja's algorithm at each level of the network. It must be guaranteed that the individual weight vectors (which appear twice in the network) are kept consistent. The three linear associators shown in the figure can be trained simultaneously, but we can stop training the last unit only after the weight vectors of the previous units have stabilized.

Other authors have proposed alternative network topologies to compute the first $m$ principal components of empirical data [332, 381], but the essential idea is roughly the same.

### 5.4 Some applications

Vector quantization and unsupervised clustering have found many interesting applications. In this section we discuss two of them.

### 5.4.1 Pattern recognition

Unsupervised learning can be used in all cases where the number of different input clusters is known a priori, as is the case with optical character recognition. Assume that letters in a document are scanned and centered in $16 \times 16$ projection screens. Each letter is coded as a vector of dimension 256, assigning the value 1 to black pixels and -1 to white pixels. There is some noise associated with each image, so that sometimes pixels are assigned the false bit. If the number of errors per image is not excessive, then the input vectors for the same letter cluster around a definite region in input space. These clusters can be identified by a network of competitive units.


Fig. 5.20. A digital "J" $(4 \times 4$ matrix $)$

If only 26 different letters are to be recognized, our network needs only 26 different units. The weights of each unit can be initialized randomly and an unsupervised learning algorithm can be used to find the correct parameters. There are conflicts with letters having a similar shape (for example $O$ and Q ), which can be solved only by pulling the clusters apart using a higher scanning resolution.

### 5.4.2 Image compression

Assume that a picture with $1024 \times 1024$ pixels is to be transmitted. The number of bits needed is $2^{20}$. However, images are not totally random. They have a structure which can be analyzed with the purpose of compressing the image before transmission. This can be done by dividing the picture in $128 \times 128$ fields of $8 \times 8$ pixels. Each field can contain any of $2^{64}$ different possible patterns, but assume that we decide to classify them in 64 different classes. We start an unsupervised network with 64 outputs and train it to classify all $8 \times 8$ patterns found in the image. Note that we do not train the network with all $2^{64}$ different possible patterns, but only using those that actually appear in the picture. The units in the network classify these patterns in clusters. The weight vectors of the 64 units are then transmitted as a
representative of each cluster and correspond to a certain pattern identified by the corresponding unit. The 64 weight vectors are the codebook for the transmission.


Fig. 5.21. Part of a codebook for image compression

The transmission of the image can begin once the sender and receiver have agreed on a codebook. For each of the $128 \times 128$ fields in the picture, the sender transmits the name of the code vector nearer to the $8 \times 8$ content of the field. Since there are only 64 codebook vectors, the sender has to transmit 6 bits. The compression ratio achieved for the transmission is $64 / 6=10.66$. The image reconstructed by the sender contains some errors, but if a good clustering has been found, those errors will be minimal. Figure 5.21 shows 8 of the weight vectors found by unsupervised learning applied to a picture. The weight vectors are represented by gray values and show the kind of features identified by the algorithm. Note that there are weight vectors for units which recognize vertical or horizontal lines, white or black regions as well as other kinds of structures. The compression ratio can be modified by using more or less codebook vectors, that is, more or less clusters.

Scientists have long speculated about the possible mechanisms of information compression in the human brain. Many different experiments have shown that the connection pattern of the brain is determined by genetic factors, but also by experience. There is an interplay between "nature and nurture" that leads to the gradual modification of the neural connections. Some classical results were obtained analyzing the visual cortex of cats. It is now well known that if a cat is blind in one eye, the part of the visual cortex normally assigned to that eye is reassigned to the other one. Some other experiments, in which cats were kept in a special environment (lacking for example any kind of horizontal lines) have shown that feature detectors in the brain specialize
to identify only those patterns present in the real world. These results are interpreted by assuming that genetic factors determine the rules by which unsupervised learning takes place in the neural connections, whereas actual experience shapes the feature detectors. Some regions of the visual cortex are in fact detectors which identify patterns of the kind shown in Figure 5.21.

### 5.5 Historical and bibliographical remarks

Frank Rosenblatt was the first to experiment with unsupervised learning in networks of threshold elements [382]. He interpreted the ability of the networks to find clusters as a kind of mechanism similar to the abstraction power of the human mind, capable of forming new concepts out of empirical material.

After Rosenblatt there were not many other examples of unsupervised networks until the 1970s. Grossberg and von der Malsburg formulated biologically oriented models capable of self-organizing in an unsupervised environment [168, 284]. Theoretical models of synaptic plasticity were developed later by Sejnowski and Tesauro [397] and Klopf [249]. The Nobel prizewinner Gerald Edelman developed a whole theory of "neuronal selection" with which he tried to explain the global architecture of the brain [124]. Using large computer simulations he showed that the "market forces", that is, competition at all levels of the neuronal circuits, can explain some of their characteristics.

Vector quantization has become a common tool for the transmission and analysis of images and signals. Although the resulting assignment problem is known to be computationally expensive ( $N P$-hard indeed, see Chap. 10), many heuristics and approximate methods have been developed that are now being used [159]. Codebooks have also been applied to the digital transmission of voice signals over telephone lines.

Principal component analysis has been a standard statistical technique since it was first described by Pearson and Hotelling between 1901 and 1903 [225]. The methods were discussed analytically but only found real application with the advent of the computer. Traditional methods of principal component analysis proceed by finding eigenvalues of the correlation matrix. Adaptive methods, of the kind introduced in the 1970s, do not assume that the data set is fixed and constant, but that it can change in the course of time [387]. The algorithms of Oja and Linsker can be used in these cases. The possible applications of such an adaptive principal component analysis are real-time compression of signals, simplification and acceleration of learning algorithms for neural networks [404], or adaptive pattern recognition [208].

## Exercises

1. Prove that if $m$ weight vectors lie in the cones of $m$ clusters such that their angular diameters are smaller that the minimum angular distance
between clusters, unsupervised learning will not bring any of the weight vectors out of its respective cone.
2. Implement an optical character recognizer. Train a classifier network of competitive units with scanned examples of 10 different letters. Test if the network can identify noisy examples of the same scanned letters.
3. Train the classifier network using Oja's algorithm.
4. How can dead units be avoided in a network of competitive units? Propose two or three different heuristics.
5. Compute a codebook for the compression of a digitized image. Compare the reconstructed image with the original. Can you improve the reconstructed image using a Gaussian filter?
6. A network can be trained to classify characters using a decision tree. Propose an architecture for such a network and a training method.

## One and Two Layered Networks

### 6.1 Structure and geometric visualization

In the previous chapters the computational properties of isolated threshold units have been analyzed extensively. The next step is to combine these elements and look at the increased computational power of the network. In this chapter we consider feed-forward networks structured in successive layers of computing units.

### 6.1.1 Network architecture

The networks we want to consider must be defined in a more precise way in terms of their architecture. The atomic elements of any architecture are the computing units and their interconnections. Each computing unit collects the information from $n$ input lines with an integration function $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$. The total excitation computed in this way is then evaluated using an activation function $\Phi: \mathbb{R} \rightarrow \mathbb{R}$. In perceptrons the integration function is the sum of the inputs. The activation (also called output function) compares the sum with a threshold. Later we will generalize $\Phi$ to produce all values between 0 and 1. In the case of $\Psi$ some functions other than addition can also be considered [454], [259]. In this case the networks can compute some difficult functions with fewer computing units.

Definition 9. A network architecture is a tuple ( $I, N, O, E$ ) consisting of a set $I$ of input sites, a set $N$ of computing units, a set $O$ of output sites and a set $E$ of weighted directed edges. A directed edge is a tuple $(u, v, w)$ whereby $u \in I \cup N, v \in N \cup O$ and $w \in \mathbb{R}$.

The input sites are just entry points for information into the network and do not perform any computation. Results are transmitted to the output sites. The set $N$ consists of all computing elements in the network. Note that the edges between all computing units are weighted, as are the edges between input and output sites and computing units.

In neural network literature there is an inconsistency in notation that unfortunately has become tradition. The input sites of a network are usually called input units, although nothing is computed here. The output sites of the network are implicit in the construction but not explicitly given. The computing units from which results are read off are called the output units.

Layered architectures are those in which the set of computing units $N$ is subdivided into $\ell$ subsets $N_{1}, N_{2}, \ldots, N_{\ell}$ in such a way that only connections from units in $N_{1}$ go to units in $N_{2}$, from units in $N_{2}$ to units in $N_{3}$, etc. The input sites are only connected to the units in the subset $N_{1}$, and the units in the subset $N_{\ell}$ are the only ones connected to the output sites. In the usual terminology, the units in $N_{\ell}$ are the output units of the network. The subsets $N_{i}$ are called the layers of the network. The set of input sites is called the input layer, the set of output units is called the output layer. All other layers with no direct connections from or to the outside are called hidden layers. Usually the units in a layer are not connected to each other (although some neural models make use of this kind of architecture) and the output sites are omitted from the graphical representation.

A neural network with a layered architecture does not contain cycles. The input is processed and relayed from one layer to the other, until the final result has been computed. Figure 6.1 shows the general structure of a layered architecture.


Fig. 6.1. A generic layered architecture

In layered architectures normally all units from one layer are connected to all other units in the following layer. If there are $m$ units in the first layer and $n$ units in the second one, the total number of weights is $m n$. The total number of connections can become rather large and one of the problems with which we will deal is how to reduce the number of connections, that is, how to prune the network.

### 6.1.2 The XOR problem revisited

The properties of one- and two-layered networks can be discussed using the case of the XOR function as an example. We already saw that a single perceptron cannot compute this function, but a two-layered network can. The


Fig. 6.2. A three-layered network for the computation of XOR
network in Figure 6.2 is capable of doing this using the parameters shown in the figure. The network consists of three layers (adopting the usual definition of the layer of input sites as input layer) and three computing units. One of the units in the hidden layer computes the function $x_{1} \wedge \neg x_{2}$, and the other the function $\neg x_{1} \wedge x_{2}$. The third unit computes the OR function, so that the result of the complete network computation is

$$
\left(x_{1} \wedge \neg x_{2}\right) \vee\left(\neg x_{1} \wedge x_{2}\right) .
$$

A natural question to ask is how many basically different solutions can be implemented with this network. Different solutions are only those expressed with a different combination of two-dimensional binary functions, not those which differ only in the weights being used and not in the individual functions being computed. The question then is how many different expressions for XOR can be written using only three out of 14 of the 16 possible Boolean functions of two variables (since XOR and $\neg \mathrm{XOR}$ are not among the possible building blocks). An exhaustive search for all possible combinations can be made and the solution is the one shown in Figure 6.3.

The notation used in the figure is as follows: since we are considering logical functions of two variables, there are four possible combinations for the input. The outputs for the four inputs are four bits which uniquely distinguish each logical function. We use the number defined by these four bits as a subindex for the name of the functions. The function $\left(x_{1}, x_{2}\right) \mapsto 0$, for example, is denoted by $f_{0}$ (since 0 corresponds to the bit string 0000 ). The AND function is denoted by $f_{8}$ (since 8 corresponds to the bit string 1000), whereby the output bits are ordered according to the following ordering of the inputs: $(1,1),(0,1),(1,0),(0,0)$.

The sixteen possible functions of two variables are thus:

$$
\begin{aligned}
& f_{0}\left(x_{1}, x_{2}\right)=f_{0000}\left(x_{1}, x_{2}\right)=0 \\
& f_{1}\left(x_{1}, x_{2}\right)=f_{0001}\left(x_{1}, x_{2}\right)=\neg\left(x_{1} \vee x_{2}\right) \\
& f_{2}\left(x_{1}, x_{2}\right)=f_{0010}\left(x_{1}, x_{2}\right)=x_{1} \wedge \neg x_{2} \\
& f_{3}\left(x_{1}, x_{2}\right)=f_{0011}\left(x_{1}, x_{2}\right)=\neg x_{2} \\
& f_{4}\left(x_{1}, x_{2}\right)=f_{0100}\left(x_{1}, x_{2}\right)=\neg x_{1} \wedge x_{2} \\
& f_{5}\left(x_{1}, x_{2}\right)=f_{0101}\left(x_{1}, x_{2}\right)=\neg x_{1} \\
& f_{6}\left(x_{1}, x_{2}\right)=f_{0110}\left(x_{1}, x_{2}\right)=x_{1} \oplus x_{2} \\
& f_{7}\left(x_{1}, x_{2}\right)=f_{0111}\left(x_{1}, x_{2}\right)=\neg\left(x_{1} \wedge x_{2}\right) \\
& f_{8}\left(x 1, x_{2}\right)=f_{1000}\left(x_{1}, x_{2}\right)=x_{1} \wedge x_{2} \\
& f_{9}\left(x 1, x_{2}\right)=f_{1001}\left(x_{1}, x_{2}\right)=x_{1} \equiv x_{2} \\
& f_{10}\left(x 1, x_{2}\right)=f_{1010}\left(x_{1}, x_{2}\right)=x_{1} \\
& f_{11}\left(x 1, x_{2}\right)=f_{1011}\left(x_{1}, x_{2}\right)=x_{1} \vee \neg x_{2} \\
& f_{12}\left(x 1, x_{2}\right)=f_{1100}\left(x_{1}, x_{2}\right)=x_{2} \\
& f_{13}\left(x 1, x_{2}\right)=f_{1101}\left(x_{1}, x_{2}\right)=\neg x_{1} \vee x_{2} \\
& f_{14}\left(x 1, x_{2}\right)=f_{1110}\left(x_{1}, x_{2}\right)=x_{1} \vee x_{2} \\
& f_{15}\left(x 1, x_{2}\right)=f_{1111}\left(x_{1}, x_{2}\right)=1
\end{aligned}
$$

Figure 6.3 shows all solutions found by an exhaustive search. The network of Figure 6.2 corresponds to the function composition

$$
\left(x_{1} \wedge \neg x_{2}\right) \vee\left(\neg x_{1} \wedge x_{2}\right)=f_{14}\left(f_{2}\left(x_{1}, x_{2}\right), f_{4}\left(x_{1}, x_{2}\right)\right)
$$

Increasing the number of units in the hidden layer increases the number of possible combinations available. We say that the capacity of the network increases. Note the symmetry in the function compositions of Figure 6.3, which is not just a random effect as we show later on.

The network of Figure 6.4 can also be used to compute the XOR function. This is not a pure layered architecture, since there are direct connections from the input sites to the output unit. The output unit computes the OR function of the two inputs but is inhibited by the first unit if both inputs are 1.

### 6.1.3 Geometric visualization

The symmetry of the 16 basic solutions for the XOR problem can be understood by looking at the regions defined in weight space by the two-layered network. Each of the units in Figure 6.2 separates the input space into a closed positive and an open negative half-space. Figure 6.5 shows the linear separations defined by each unit and the unit square. The positive half-spaces have been shaded.

The three regions defined in this way can be labeled with two bits: the first bit is 1 or 0 according to whether this region is included in the positive or negative half-space of the first linear separation. The second bit is 1 or 0 if it is included in the positive or negative half-space of the second linear separation. In this way we get the labeling shown in Figure 6.6.

The two units in the first layer produce the labeling of the region in which the input is located. The point $(1,1)$, for example is contained in the region 00.

















Fig. 6.3. The 16 solutions for the computation of XOR with three computing units


Fig. 6.4. Two unit network for the computation of XOR

This recoding of the input bits makes the XOR problem solvable, because the output unit must only decode three region labels. Only the shaded areas must produce a 1 and this can be computed with the OR function applied to the two bits of the regions labels. This is a general feature of layered architectures: the first layer of computing units maps the input vector to a second space, called classification or feature space. The units in the last layer of the network must decode the classification produced by the hidden units and compute the final output.

We can now understand in a more general setting how layered networks work by visualizing in input space the computations they perform. Each unit in the first hidden layer computes a linear separation of input space. Assume that input space is the whole of $\mathbb{R}^{2}$. It is possible to isolate a well-defined cluster of points in the plane by using three linear separations as shown in Figure 6.7. Assume that we are looking for a network which computes the


Fig. 6.5. Space separation defined by a two-layered network


Fig. 6.6. Labeling of the regions in input space
value 1 for the points in the cluster. Three hidden units, and an output unit which computes the AND function of three inputs, can solve this problem. The output unit just decodes the label of the shaded region (111) and produces in this case a 1 . Note that, in general, to define a convex cluster in an input space of dimension $n$ at least $n+1$ hidden units are needed.

If the union of two clusters has to be identified and points in them are assigned the value 1 , it is possible to use three units in the first hidden layer to enclose the first cluster and another three units in this layer to enclose the second cluster. Two AND units in the second hidden layer can identify when a point belongs to one or to the other cluster. A final output unit computes the OR function of two inputs. Such a network can identify points in the union of the two clusters. In general, any union of convex polytopes in input space can be classified in this way: units in the first hidden layer define the sides of


Fig. 6.7. Delimiting a cluster with three linear separations
the polytopes, the units in the second layer the conjunction of sides desired, and the final output unit computes whether the input is located inside one of the convex polytopes.

### 6.2 Counting regions in input and weight space

The construction used in the last section to isolate clusters is not optimal, because no effort is made to "reuse" hyperplanes already defined. Each cluster is treated in isolation and uses as many units as necessary. In general we do not know how many different clusters are contained in the data and besides the clusters do not need to be convex. We must look more deeply into the problem of how many regions can be defined by intersecting half-spaces and why in some cases a network does not contain enough "plasticity" to solve a given problem.

### 6.2.1 Weight space regions for the XOR problem

Assume that we are interested in finding the weight vectors for a perceptron capable of computing the AND function. The weights $w_{1}, w_{2}, w_{3}$ must fulfill the following inequalities:

> for the point $(0,0): 0 \cdot w_{1}+0 \cdot w_{2}+1 \cdot w_{3}<0$, output $=0$,
> for the point $(0,1): 0 \cdot w_{1}+1 \cdot w_{2}+1 \cdot w_{3}<0$, output $=0$,
> for the point $(1,0): 1 \cdot w_{1}+0 \cdot w_{2}+1 \cdot w_{3}<0$, output $=0$,
> for the point $(1,1): 1 \cdot w_{1}+1 \cdot w_{2}+1 \cdot w_{3} \geq 0$, output $=1$

These three inequalities define half-spaces in three-dimensional weight space. The four separating planes go through the origin and are given by the equations:

$$
\begin{aligned}
& \text { plane 1: } w_{3}=0 \\
& \text { plane 2: } w_{2}+w_{3}=0 \\
& \text { plane 3: } w_{1}+w_{3}=0 \\
& \text { plane 4: } w_{1}+w_{2}+w_{3}=0
\end{aligned}
$$

Three separating planes in a three-dimensional space define 8 different regions, but four separating planes define only 14 regions. Each region corresponds to one of 14 possible combinations of inequality symbols in the set of four inequalities which defines a Boolean function. Since there are 16 Boolean functions of two variables, two of them cannot be computed with a perceptron. We already know that they are the XOR and $\neg$ XOR functions.

We can visualize the fourteen regions with the help of a three-dimensional sphere. It was shown in Chapter 4 that the four inequalities associated with the four points $(1,1),(0,1),(1,0)$, and $(0,0)$ define a solution polytope in weight space. One way of looking at the regions defined by $m$ hyperplane cuts going through the origin in an $n$-dimensional space is by requiring that the weight vectors for our perceptron be normalized. This does not affect the perceptron computation and is equivalent to the condition that the tip of all weight vectors should end at the unit hypersphere of dimension $n$. In this way all the convex regions produced by the $m$ hyperplane cuts define solution regions on the "surface" of the unit sphere. The 14 solution polytopes define 14 solution regions. Each region corresponds to a logical function. Figure 6.8 shows some of them and their labeling. Each label consists of the four output bits for the four possible binary inputs associated with the function. The region 0000, for example, is the solution region for the function $f_{0000}=f_{0}$. The region 1000 is the solution region for the function $f_{1000}=f_{8}$, i.e., the AND function.


Fig. 6.8. The Boolean sphere

The labeling of neighboring regions separated by a great circle differs in just one bit, as is clear from Figure 6.9. The only regions present are delimited by three of four circles. The AND region (1000) has only the three neighbors

0000,1100 and 0011, because the region 1001 is void. It corresponds to a non-computable function.


Fig. 6.9. Two opposite sides of the Boolean sphere

### 6.2.2 Bipolar vectors

Many models of neural networks use bipolar, not binary, vectors. In a bipolar coding the value 0 is substituted by -1 . This change does not affect the essential properties of the perceptrons, but changes the symmetry of the solution regions. It is well known that the algebraic development of some terms useful for the analysis of neural networks becomes simpler when bipolar coding is used.

With a bipolar coding the equations for the 4 cutting planes of the threedimensional Boolean sphere become

$$
\begin{aligned}
& \text { plane 1: }-w_{1}-w_{2}+w_{3}=0 \\
& \text { plane 2: }-w_{1}+w_{2}+w_{3}=0 \\
& \text { plane 3: } \quad w_{1}-w_{2}+w_{3}=0 \\
& \text { plane 4: } w_{1}+w_{2}+w_{3}=0
\end{aligned}
$$

All three planes meet at the origin and form symmetric solution polytopes, since the vectors normal to the planes have pairwise scalar products of 1 or -1 .

Since the relative sizes of the solution regions on the Boolean sphere represent how difficult it is to learn them, and since our learning algorithm will be asked to learn one of these functions randomly, the best strategy is to try to get regions of about the same relative size. Table 6.1 was calculated using a Monte Carlo method. A normalized weight vector was generated randomly and its associated Boolean function was computed. By repeating the experiment a number of times it was possible to calculate the relative volumes of the
solution regions. The table shows that the maximum variation in the relative sizes of the 14 possible regions is given by a factor of 1.33 when bipolar coding is used, whereas in the binary case it is about 12.5 . This means that with binary coding some regions are almost one order of magnitude smaller than others. And indeed, it has been empirically observed that multilayer neural networks are easier to train using a bipolar representation than a binary one [341]. The rationale for this is given by the size of the regions in the Boolean sphere. It is also possible to show that bipolar coding is optimal under this criterion.

Table 6.1. Relative sizes of the regions on the Boolean sphere as percentage of the total surface

| Coding | Boolean function number |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0{ }^{0} 1$ | $1{ }^{1}$2 3 | , | 45 | 5.6 | 6 7 7 |
| binary bipolar | $\begin{array}{\|r\|r\|} \hline 26.83 & 2.13 \\ 8.33 & 6.29 \\ \hline \end{array}$ | $\begin{array}{\|l\|l\|l\|} \hline 3 & 4.18 & 4.13 \\ 9 & 6.26 & 8.32 \\ \hline \end{array}$ | $\begin{array}{l\|l\|} \hline 3 & 4.17 \\ 2 & 6.24 \\ \hline \end{array}$ | $\begin{array}{r} \hline 74.22 \\ 48.36 \\ \hline \end{array}$ | $\begin{array}{\|c\|c\|} \hline 2 & 0.00 \\ 6 & 0.00 \\ \hline \end{array}$ | 4.13 <br> 6.22 |
| Coding | Boolean function number |  |  |  |  |  |
|  | 8 9 9 | $10 \mid 11$ | 12 | 13 | 14 | 15 |
| binary <br> bipolar | $\begin{array}{\|l\|l\|l\|} \hline 4.28 & 0.00 & 4 \\ \hline 6.16 & 0.00 & 8 \\ \hline \end{array}$ | 4.26 4.17 4 | $\begin{array}{\|l\|l\|} \hline 4.17 \\ 8.27 & 6 \\ \hline \end{array}$ | $\begin{array}{\|l\|l\|} \hline 4.14 & 2.07 \\ 6.31 & 6.25 \\ \hline \end{array}$ |  | 27.12 <br> 8.23 |

Bipolar coding is still better in $n$-dimensional space and for a large $n$, since two randomly selected vectors with coordinates 1 or -1 are orthogonal with a probability near 1 . This is so because each component is 1 or -1 with probability $1 / 2$. The expected value of the scalar product is small compared to the length of the two vectors, which is $\sqrt{n}$. Since the separating planes in weight space are defined by these vectors, they also tend to be mutually orthogonal when bipolar coding is used. The expected value of the scalar product of binary vectors, on the other hand, is $n / 4$, which is not negligible when compared to $\sqrt{n}$, even for large $n$.

### 6.2.3 Projection of the solution regions

Another way of looking at the solution regions in the surface of the Boolean sphere is by projecting them onto a plane. A kind of stereographic projection can be used in this case. The stereographic projection is shown in Figure 6.10. From the north pole of the sphere a line is projected to each point $P$ on the surface of the sphere and its intersection with the plane is the point in the plane associated with $P$. This defines a unique mapping from the surface of the sphere to the plane, adopting the convention that the north pole itself is mapped to a point at infinity.


Fig. 6.10. Stereographic projection


Fig. 6.11. Projection of the solution regions of the Boolean sphere

The stereographic projection projects circles on the sphere (which do not touch the north pole) to ellipses. The four cuts produced by the four separating hyperplanes define four circles on the surface of the Boolean sphere, and these in turn four ellipses on the projection plane. Since we are not interested in the exact shape of these projections, but in the regions they define on the plane, we transform them into circles. Figure 6.11 shows the result of such a projection when the center of region 1111 is chosen as the north pole.

Instead of repeating the four-bit labeling of the regions in Figure 6.11 the expressions for the logical functions "contained" in each region are written explicitly. It is obvious that the number of regions cannot be increased, because four circles on a plane cannot define more than 14 different regions. This result is related to the Euler characteristic of the plane [63].

The symmetry of the solution regions is made more evident by adopting a stylized representation. Only the neighborhood relations are important for


Fig. 6.12. Stylized representation of the projected solution regions


Fig. 6.13. Error functions for the computation of $f_{1111}$ and $x_{1} \vee x_{2}$
our discussion, so we transform Figure 6.11 into Figure 6.12. We can see that functions $f$ and $\neg f$ are always located in symmetrical regions of the space.

The number of neighbors of each region is important if an iterative algorithm is used which, starting from a randomly chosen point, goes from one region to another, trying to minimize the classification error, as the perceptron learning algorithm does. The error function for a given Boolean function of two variables can be represented with this kind of diagram. Figure 6.13 shows the values of the error in each region when looking for the parameters to compute the function $f_{1111}$.

There is a global maximum and a global minimum only. The first is the solution region for $f_{0000}$, the second, the solution region for $f_{1111}$. Starting
from a randomly selected point, a possible strategy is to greedily descend the error function. From each region with error 1 there is one path leading to a region with error 0 . From regions with error two, there are two alternatives and from regions with error three, three possible paths.


Fig. 6.14. The error function for $f_{1111}$


Fig. 6.15. Two perspectives of the error function for OR

The error distribution in weight space in shown in Figure 6.13. The global maximum lies in the solution region for $\neg \mathrm{XOR}$. From each region there is a path which leads to the global minimum.

Figures 6.14 and 6.15 show the error functions for the functions $f_{1111}$ and $f_{1110}(\mathrm{OR})$. The global maxima and minima can be readily identified.

### 6.2.4 Geometric interpretation

We analyzed the surface of the Boolean sphere in so much detail because it gives us a method to interpret the functioning of networks with a hidden layer. This is the problem we want to analyze now.

Consider a network with three perceptrons in the hidden layer and one output unit. An input vector is processed and the three hidden units produce a new code for it using three bits. This new code is then evaluated by the output unit. Each unit in the hidden layer separates input space into two halfspaces. In order to simplify the visualization, we only deal with normalized vectors. Each division of input space is equivalent to a subdivision of the unit sphere which now represents vectors in input space. Figure 6.16 shows a stylized graphical representation of this idea. The input vector has three components.


Fig. 6.16. Stylized representation of the input space separations

The separation of input space can be summarized in a single unit sphere in three-dimensional space (Figure 6.17). The three units in the hidden layer produce the labeling of three bits for each region on the sphere. The output unit decodes the three bits and, according to the region, computes a 1 or a 0 .


Fig. 6.17. Labeling of the regions in input space

This kind of representation leads to an important idea: the "shattering" of an input space by a class of concepts. In computational learning theory we are interested in dealing with elements from an input space which can be arranged into subsets or classes. If a subset $S$ of an input space $X$ is given, and its points are assigned the value 1 or 0 , we are interested in determining the "concept" which can correctly classify this subset of $X$. In the case of perceptrons the input space is $\mathbb{R}^{n}$ and the concepts are half-spaces. If the positive elements of subset $S$ (the elements with associated value 1) are located in one half-space, then it is said to be learnable, because one of our concepts (i.e., a half-space) can correctly classify the points of S . One important question is, what is the maximum number of elements of an input space which can be classified by our concepts. In the case of perceptrons with two inputs, this number is three. We can arrange three points arbitrarily in $\mathbb{R}^{2}$ and assign each one a 0 or a 1 , and there is always a way to separate the positive from the negative examples. But four points in general position cannot be separated and the XOR function illustrates this fact.

What kind of shatterings (divisions of input space) are produced by a network with two units in the hidden layer? This question is easier to answer by considering the surface of the unit sphere in input space. In general the two units in the hidden layer divide the surface of the sphere into four regions. The output unit assigns a 1 or a 0 to each region. Figure 6.18 shows the possible shatterings. Regions in which the input is assigned the value 1 have been shaded and regions in which the input is mapped to zero are shown in white. There are sixteen possible colorings, but two of them are impossible because the output unit cannot decode the XOR function. Our network can only produce 14 different shatterings.


Fig. 6.18. Coloring of the regions in input space

The XOR problem can be solved with one of the shatterings of Figure 6.18 and, in general, any four points in input space can be divided arbitrarily into a positive and a negative class using two hidden units (two dividing lines). However, eight points in input space cannot be divided using only two lines. Consider the example of Figure 6.19. In this case the points at the corners of the square belong to the positive class, the points in the middle of each edge to the negative class. It is not difficult to see that no combination of two separating lines can divide input space in such a way as to separate
both classes. In this case we say that the shattering produced by the class of concepts represented by our network does not cover all possible subsets of eight points and not every Boolean function defined on these eight points is learnable.


Fig. 6.19. Example of a non-learnable concept for two linear separations

The maximum number of points $d$ of an input space $X$ which can be shattered by a class of concepts $C$ is called the Vapnik-Chervonenkis dimension of the class of concepts $C$. We will come back to this important definition after learning how to count the threshold functions.

### 6.3 Regions for two layered networks

We now proceed to formalize the intuitive approach made possible by the graphical representation and examine especially the problem of counting the number of solution regions for perceptron learning defined by a data set.

### 6.3.1 Regions in weight space for the XOR problem

We can now deal with other aspects of the XOR problem and its solution using a network of three units. Since nine parameters must be defined (two weights and a threshold per unit), weight space is nine-dimensional. We already know that there are sixteen different solutions for the XOR problem with this network, but what is the total number of solution regions for this network?

Let $w_{1}, w_{2}, w_{3}$ be the weights for the first unit, $w_{4}, w_{5}, w_{6}$ the weights for the second unit and $w_{7}, w_{8}, w_{9}$ the weights for the output unit. Let $x_{1}$ and $x_{2}$ denote the components of the input vector and $y_{1}$ and $y_{2}$ the outputs of the hidden units. These inputs for each unit define a set of separating hyperplanes in weight space. The set of equations for the two hidden units is

$$
\begin{array}{ll}
0 \cdot w_{1}+0 \cdot w_{2}+1 \cdot w_{3}=0 & 0 \cdot w_{4}+0 \cdot w_{5}+1 \cdot w_{6}=0 \\
0 \cdot w_{1}+1 \cdot w_{2}+1 \cdot w_{3}=0 & 0 \cdot w_{4}+1 \cdot w_{5}+1 \cdot w_{6}=0 \\
1 \cdot w_{1}+0 \cdot w_{2}+1 \cdot w_{3}=0 & 1 \cdot w_{4}+0 \cdot w_{5}+1 \cdot w_{6}=0 \\
1 \cdot w_{1}+1 \cdot w_{2}+1 \cdot w_{3}=0 & 1 \cdot w_{4}+1 \cdot w_{5}+1 \cdot w_{6}=0
\end{array}
$$

For the output unit there are as many cutting hyperplanes as there are $\left(y_{1}, y_{2}\right)$ combinations produced by the hidden units. The form of the equation for each plane is:

$$
y_{1} w_{7}+y_{2} w_{8}+1 \cdot w_{9}=0
$$

The separating hyperplanes of the first unit are orthogonal to the separating hyperplanes of the second unit and of the output unit. The first four cuts can generate at most 14 different regions (as in the case of the simple perceptron). The cuts defined by the second unit are also at most 14 and the same happens with the output unit. The maximum total number of regions we get by combining these orthogonal cuts is $14 \cdot 14 \cdot 14$, that is, 2744 polytopes.

This result can be interpreted as meaning that the number of solution regions defined at the surface of the nine-dimensional Boolean sphere is 2744. Sixteen of them are solutions for the XOR problem and 16 for $\neg$ XOR problem. The XOR problem can be solved with this network because the number of solution regions in weight space was increased enormously. Is it possible to proceed as in perceptron learning, by descent on the error function of the network, in order to find an appropriate set of parameters? What is the shape of this error function? Before answering these questions we turn to a topological problem.

### 6.3.2 Number of regions in general

The capacity of a unit or network depends on the dimension of weight space and the number of cuts with separating hyperplanes. The general question to be answered is: how many regions are defined by $m$ cutting hyperplanes of dimension $n-1$ in an $n$-dimensional space? We consider only the case of hyperplanes going through the origin but otherwise in general position. This means that the intersection of $\ell \leq n$ hyperplanes is of dimension $n-\ell$.

The two-dimensional case is simple: $m$ lines going through the origin define at most $2 m$ different regions. Each new line can only go through the cone defined by two previous lines, dividing its two sides in two and adding two new regions in this way.

The three-dimensional case with one, two, or three cuts is simple too. Each cut increases the number of regions by a factor 2 . In general: $n$ cuts with ( $n-1$ )-dimensional hyperplanes in $n$-dimensional space define $2^{n}$ different regions.

The three-dimensional case with four cutting hyperplanes can be solved by projecting on dimension two. The three-dimensional input space is first cut three times with planes in general position. The fourth cutting plane intersects the three previous planes at three different lines. These three lines define a maximum of six regions on the fourth separating hyperplane. This means that the fourth cutting hyperplane divides at most six of the eight existing regions. After the cut with the fourth hyperplane there are six new regions which, added to the eight old ones, gives a total of 14 . The general case can be solved using a similar argument.

Proposition 9. Let $R(m, n)$ denote the number of different regions defined by $m$ separating hyperplanes of dimension $n-1$, in general position, in an $n$-dimensional space. We set $R(1, n)=2$ for $n \geq 1$ and $R(m, 0)=0, \forall m \geq 1$. For $n \geq 1$ and $m>1$

$$
R(m, n)=R(m-1, n)+R(m-1, n-1) .
$$

Proof. The proof is by induction on $m$. When $m=2$ and $n=1$ the formula is valid. If $m=2$ and $n \geq 2$ we know that $R(2, n)=4$ and the formula is valid again:

$$
R(2, n)=R(1, n)+R(1, n-1)=2+2=4
$$

Now $m+1$ hyperplanes of dimension $n-1$ are given in $n$-dimensional space and in general position ( $n \geq 2$ ). From the induction hypotheses it follows that the first $m$ hyperplanes define $R(m, n)$ regions in $n$-dimensional space. The hyperplane $m+1$ intersects the first $m$ hyperplanes in $m$ hyperplanes of dimension $n-2$ (since all are in general position). These $m$ hyperplanes divide the $(n-1)$-dimensional space into $R(m, n-1)$ regions. After the cut with the hyperplane $m+1$, exactly $R(m, n-1)$ new regions have been created. The new number of regions is therefore $R(m+1, n)=R(m, n)+R(m, n-1)$ and the proof by induction is complete.

This result can be represented using a table. Each column of the table corresponds to a different dimension of input space and each row to a different number of separating hyperplanes. The table shows some values for $R(m, n)$.


Fig. 6.20. Recursive calculation of $R(m, n)$

It follows from the table that $R(m, n)=2^{m}$ whenever $m \leq n$. This means that the number of regions increases exponentially until the dimension of the space puts a limit to this growth. For $m>n$ the rate of increase becomes polynomial instead of exponential. For $n=2$ and $n=3$ we can derive analytic expressions for the polynomials: $R(m, 2)=2 m$ and $R(m, 3)=m^{2}-m+2$. The following proposition shows that this is not accidental.

Proposition 10. For $n \geq 1, R(m, n)$ is a polynomial of degree $n-1$ on the variable $m$.

Proof. The proof follows from induction on $n$. We denote with $P(a, b)$ a polynomial of degree $b$ on the variable $a$. The polynomial was explicitly given for $n=2$. For dimension $n+1$ and $m=1$ we know that $R(1, n+1)=2$. If $m>1$ then

$$
R(m, n+1)=R(m-1, n+1)+R(m-1, n) .
$$

Since $R(m-1, n)$ is a polynomial of degree $n-1$ in the variable $m$ it follows that

$$
R(m, n+1)=R(m-1, n+1)+P(m, n-1)
$$

Repeating this reduction $m-1$ times we finally get

$$
\begin{aligned}
R(m, n+1) & =R(m-(m-1), n+1)+(m-1) P(m, n-1) \\
& =2+(m-1) P(m, n-1) \\
& =P(m, n)
\end{aligned}
$$

$R(m, n+1)$ is thus a polynomial of degree $n$ in the variable $m$ and the proof by induction is complete.

A useful formula for $R(m, n)$ is

$$
R(m, n)=2 \sum_{i=0}^{n-1}\binom{m-1}{i} .
$$

The validity of the equation can be proved by induction. It allows us to compute $R(m, n)$ iteratively [271]. Note that this formula tells us how many regions are formed when hyperplanes meet in a general position. In the case of Boolean formulas with Boolean inputs, the hyperplanes in weight space have binary or bipolar coefficients, that is, they do not lie in a general position. The number of regions defined in a 4 -dimensional weight space by 8 hyperplanes is, according to the formula, 128. But there are only 104 threshold functions computable with a perceptron with three input lines (and therefore four parameters and eight possible input vectors). The number $R(m, n)$ must then be interpreted as an upper bound on the number of logical functions computable with binary inputs.

It is easy to find an upper bound for $R(m, n)$ which can be computed with a few arithmetical operations [457]:

$$
R(m, n)<2 \frac{m^{n}}{n!}
$$

Table 6.2 shows how these bounds behave when the number of inputs $n$ is varied from 1 to 5 [271]. The number of threshold functions of $n$ inputs is denoted in the table by $T\left(2^{n}, n\right)$.

Table 6.2. Comparison of the number of Boolean and threshold functions of $n$ inputs and two different bounds

| $n$ | $2^{2^{n}} T\left(2^{n}, n\right)$ | $R\left(2^{n}, n\right)\left\lfloor 2^{n^{2}+1} / n!\right\rfloor$ |  |  |
| :--- | ---: | ---: | ---: | ---: |
| 1 | 4 | 4 | 4 | 4 |
| 2 | 16 | 14 | 14 | 16 |
| 3 | 256 | 104 | 128 | 170 |
| 4 | 65,536 | 1,882 | 3,882 | 5,461 |
| 5 | $4.3 \times 10^{9}$ | 94,572 | 412,736 | 559,240 |

### 6.3.3 Consequences

Two important consequences become manifest from the analysis just performed.

- First consequence. The number of threshold functions in an $n$-dimensional space grows polynomially whereas the number of possible Boolean functions grows exponentially. The number of Boolean functions definable on $n$ Boolean inputs is $2^{2^{n}}$. The number of threshold functions is a function of the form $2^{n(n-1)}$, since the $2^{n}$ input vectors define at most $R\left(2^{n}, n\right)$ regions in weight space, that is, a polynomial of degree $n-1$ on $2^{n}$. The percentage of threshold functions in relation to the total number of logical functions goes to zero as $n$ increases.
- Second consequence. In networks with two or more layers we also have learnability problems. Each unit in the first hidden layer separates input space into two halves. If the hidden layer contains $m$ units and the input vector is of dimension $n$, the maximum number of classification regions is $R(m, n)$. If the number of input vectors is higher, it can happen that not enough classification regions are available to compute a given logical function. Unsolvable problems for all networks with a predetermined number of units can easily be fabricated by increasing the number of input lines into the network.

Let us give an example of a network and its computational limits. The network consists of two units in the hidden layer and one output unit. The extended input vectors are of dimension $n$. The number of weights in the network is $2 n+3$. The number of different input vectors is $2^{n-1}$. The number of regions $N$ in weight space defined by the input vectors is bounded by

$$
N \leq R\left(2^{n-1}, n\right) \cdot R\left(2^{n-1}, n\right) \cdot R(4,3)
$$

This means that $N$ is bounded by a function of order $2^{2(n-1)^{2}}$. Since the number of functions $F$ definable on $n$ inputs is $2^{2^{n}}$, there is a value of $n$ which guarantees $F>N$. Some of the Boolean functions are therefore not
computable with this network. Such unsolvable problems can always be found by just overloading the network capacity. The converse is also true: to solve certain problems, the network capacity must be increased if it is not sufficiently high.

### 6.3.4 The Vapnik-Chervonenkis dimension

Computation of the number of regions defined by $m$ hyperplanes in $n$ dimensional weight space brings us back to the consideration of the VapnikChervonenkis dimension of a class of concepts and its importance for machine learning.

Assume that a linear separation of the points in the unit square is selected at random by an opponent and we have to find the parameters of the separating line (Figure 6.21). We can select points in the unit square randomly and ask our opponent for their classification, that is, if they belong to the positive or negative half-space. We refine our computation with each new example and we expect to get better and better approximations to the right solution.


Fig. 6.21. Linear separation of the unit square

Figure 6.22 shows how more examples reduce the range of possible linear separations we can choose from. The linear separations defined by the lines $\ell_{1}$ and $\ell_{2}$ are compatible with the selected points and their classification. All other lines between $\ell_{1}$ and $\ell_{2}$ are also compatible with the known examples. The margin of error, however, is larger in the first than in the second case. Both extreme lines $\ell_{1}$ and $\ell_{2}$ converge asymptotically to the correct linear separation.

If a perceptron is trained with a randomly selected set of examples and tested with another set of points, we call the expected number of correct classifications the generalization capability of the perceptron. Generalization becomes better if the training set is larger. In other types of problem in which another class of concepts is used, it is not necessarily so. If, for example, a polynomial of arbitrary degree is fitted to a set of points, it can well happen that the function is overfitted, that is, it learns the training set perfectly



Fig. 6.22. Linear separations compatible with the examples
but interpolates unknown points erroneously. Figure 6.23 shows how this can happen. The learned function oscillates excessively in order to accommodate all points in the training set without error but is very different from the unknown function, which is smoother. More points do not reduce the error as long as our class of concepts consists of all polynomials of arbitrary degree. The only possibility of profiting from more examples is to reduce the size of the search space by, for example, putting a limit on the degree of the acceptable polynomial approximations.


Fig. 6.23. Overfitting a polynomial approximation

A desirable property of the learning process is that it converges to the unknown function with high probability. Additional examples and the minimization of the classification error should bring us monotonically closer to the solution of the problem. We demand that the absolute value of the difference of the approximating function and the unknown function at any point in the input space be less than a given $\varepsilon>0$.

Neural network's learning consists of approximating an unknown function $g$ with a network function $f$. Let $\pi_{f}$ be the probability that the network function $f$ computes the correct classification of a point chosen randomly in input space. Let $\nu_{f}$ stand for the empirical error rate measured by sampling the
input space and testing the classification computed by the network function $f$. The learning algorithm should guarantee the uniform convergence of $\nu_{f}$ to $\pi_{f}$. In this way, using $\nu_{f}$ as the learning criterion correctly reflects the effective success rate $\pi_{f}$ of the network function.

Vapnik and Chervonenkis [437] found a condition for the uniform convergence of $\nu_{f}$ to $\pi_{f}$. They proved the following inequality

$$
\operatorname{Pr}\left[\sup _{f \in F}\left|\nu_{f}-\pi_{f}\right|>\varepsilon\right] \leq 4 \phi(2 N) e^{-\varepsilon^{2} N / 8}
$$

which states that the probability that $\nu_{f}$ and $\pi_{f}$ of the network function $f$ chosen from the model (the set of computable network functions $F$ ) differ by more than $\varepsilon$ is smaller than $4 \phi(2 N) e^{-\varepsilon^{2} N / 8}$. The variable $N$ stands for the number of examples used and $\phi(2 N)$ is the number of binary functions in search space which can be defined over $2 N$ examples.

Note that the term $e^{-\varepsilon^{2} N / 8}$ falls exponentially in the number of examples $N$. In this case $\nu_{f}$ can come exponentially closer to $\pi_{f}$ as long as the number of binary functions definable on $2 N$ examples does not grow exponentially. But remember that given a set of points of size $2 N$ the number of possible binary labelings is $2^{2 N}$. The Vapnik-Chervonenkis dimension measures how many binary labelings of a set of points can be computed by one member of a class of concepts. As long as the class of concepts is only capable of covering a polynomial number of these labelings, $\phi(2 N)$ will not grow exponentially and will not win the race against the factor $e^{-\varepsilon^{2} N / 8}$.

Vapnik and Chervonenkis showed that $\phi(2 N)$ is bounded by $N^{d}+1$, where $d$ is the VC-dimension of the class of concepts. If its VC-dimension is finite we call a class of concepts learnable. Perceptron learning is learnable because the VC-dimension of a perceptron with $n$ weights (including the threshold) is finite.

In the case of a perceptron like the one computing the linear separation shown in Figure 6.21, if the empirical success rate $\nu_{f}=1$ the probability that it differs from $\pi_{f}$ by more than $\varepsilon$ is

$$
\begin{equation*}
\operatorname{Pr}\left[\sup _{f \in F}\left(1-\pi_{f}\right)>\varepsilon\right] \leq 4 R(2 N, n) e^{-\varepsilon^{2} N / 8} \tag{6.1}
\end{equation*}
$$

since the number of labelings computable by a perceptron on $2 N$ points in general position is equal to $R(2 N, n)$, that is, the number of solution regions available in weight space. Since $R(2 N, n)$ is a polynomial of degree $n-1$ in the variable $N$ and the term $e^{-\varepsilon^{2} N / 8}$ goes exponentially to zero, the generalization error margin falls exponentially to zero as the number of examples increases.

### 6.3.5 The problem of local minima

One of the fundamental problems of iterative learning algorithms is the existence of local minima of the error function. In the case of a single perceptron
the error function has a single global minimum region. This is not so with more complex networks.

In the case of the network of three units used in this chapter to compute all solutions for the XOR problem, there are four classes of regions in weight space with associated error from 0 to 4 , that is, any subset of the four input vectors can be correctly classified or not. Using an exhaustive search over all possible regions in weight space, it can be shown that there are no spurious local minima in the error function. A path can always be found from regions with error greater than zero to any other region with smaller error.


Fig. 6.24. Distribution of the solutions for XOR

Figure 6.24 shows a diagram of the distribution of the solution regions for the XOR problem. Since each of the units in the hidden layer can compute 14 Boolean functions and they are independent, and since the associated cuts in weight space are orthogonal, we can divide the surface of the nine-dimensional Boolean sphere into $14 \times 14$ regions. Each one of these is subdivided by the 14 regions defined by the output unit. The column labeling of the diagram corresponds to the function computed by the first hidden unit, the row labeling to the function computed by the second hidden unit. The dark regions indicate where a solution region for the XOR problem can be found and which function is computed by the output unit. The shadowed columns and rows correspond to the XOR and $\neg$ XOR functions, which are not computable by each of the hidden units. The diagram shows that the solution regions are distributed symmetrically on the surface of the Boolean sphere. Although this simple
diagram cannot capture the whole complexity of the neighborhood relations in a nine-dimensional space, it gives a pretty good idea of the actual distribution of solutions. The symmetrical distribution of the solution regions is important, because we can start randomly from any point in weight space and a solution is never very far away. The problem, however, is deciding in what direction to start the search. We will deal with this problem in the next chapter by generalizing the kind of activation functions acceptable in each unit.

### 6.4 Historical and bibliographical remarks

Although networks with several layers of computing units were proposed right at the beginning of the development of neural network models, the problem which limited their applicability was that no reliable learning method was known. Rosenblatt experimented with a kind of learning in which the error at the output was propagated to elements in the first layers of computing units.

Another important problem is the location and number of local minima of the error function which can lead the learning algorithm astray. Hecht-Nielsen [186] and Poston et al. [349] have discussed the structure of the error function. Others, like Hush et al. [206], developed similar visualization methods to explore the shape of the error function.

Threshold functions were studied intensively in the 1960s and the bounds on the number of threshold functions given in this chapter were derived at that time. It is possible to characterize any threshold function of $n$ inputs uniquely by a set of $n+1$ parameters, as was shown by Chow and by Dertouzos [401]. The Chow coefficients correspond to the centroid of the vertices with function value 1 on the $n$-dimensional binary hypercube.

Much research has been done on the topological properties of polytopes and figures on spheres [388]. Nilsson [329] and others studied the importance of the number of regions defined by cutting hyperplanes relatively early. The number of regions defined by cuts in an $n$-dimensional space was studied in more general form by Euler [29]. The relation between learnability and the Euler characteristic was studied by Minsky and Papert [312].

In the 1970s it became clear that Vapnik and Chervonenkis' approach provided the necessary tools for a general definition of "learnable problems". Valiant [436] was one of the first to propose such a model-independent theory of learning. In this approach the question to be answered is whether the search space in the domain of learnable functions can be restricted in polynomial time. The VC-dimension of the class of concepts can thus help to determine learnability. The VC-dimension of some network architectures has been studied by Baum [44]. Some authors have studied the VC-dimension of other interesting classes of concepts. For example, the VC-dimension of sparse polynomials over the reals, that is polynomials with at most $t$ monomials, is linear in $t$ and thus this class of concepts can be uniformly learned [238]. Such sparse polynomials have a finite VC-dimension because they do
not have enough plasticity to shatter an infinite number of points, since their number of different roots is bounded by $2 t-1$.

## Exercises

1. Consider the Boolean functions of two arguments. Write a computer program to measure the relative sizes of the 14 solution regions for perceptron learning.
2. Figure 6.19 shows that eight points on the plane can produce non-learnable concepts for two linear separations. What is the minimum number of points in $\mathbb{R}^{2}$ which can produce a non-learnable concept using two linear separations?
3. Write a computer program to test the validity of equation (6.1) for a linear separation of the type shown in Figure 6.21.
4. Consider a perceptron that accepts complex inputs $x_{1}, x_{2}$. The weights $w_{1}, w_{2}$ are also complex numbers, and the threshold is zero. The perceptron fires if the condition $\operatorname{Re}\left(x_{1} w_{1}+x_{2} w_{2}\right) \geq \operatorname{Im}\left(x_{1} w_{1}+x_{2} w_{2}\right)$ is satisfied. The binary input 0 is coded as the complex number $(1,0)$ and the binary input 1 as the number $(0,1)$. How many of the logical functions of two binary arguments can be computed with this system? Can XOR be computed?
5. Construct a non-learnable concept in $\mathbb{R}^{2}$ for three linear separations.

## The Backpropagation Algorithm

### 7.1 Learning as gradient descent

We saw in the last chapter that multilayered networks are capable of computing a wider range of Boolean functions than networks with a single layer of computing units. However the computational effort needed for finding the correct combination of weights increases substantially when more parameters and more complicated topologies are considered. In this chapter we discuss a popular learning method capable of handling such large learning problems the backpropagation algorithm. This numerical method was used by different research communities in different contexts, was discovered and rediscovered, until in 1985 it found its way into connectionist AI mainly through the work of the PDP group [382]. It has been one of the most studied and used algorithms for neural networks learning ever since.

In this chapter we present a proof of the backpropagation algorithm based on a graphical approach in which the algorithm reduces to a graph labeling problem. This method is not only more general than the usual analytical derivations, which handle only the case of special network topologies, but also much easier to follow. It also shows how the algorithm can be efficiently implemented in computing systems in which only local information can be transported through the network.

### 7.1.1 Differentiable activation functions

The backpropagation algorithm looks for the minimum of the error function in weight space using the method of gradient descent. The combination of weights which minimizes the error function is considered to be a solution of the learning problem. Since this method requires computation of the gradient of the error function at each iteration step, we must guarantee the continuity and differentiability of the error function. Obviously we have to use a kind of activation function other than the step function used in perceptrons,
because the composite function produced by interconnected perceptrons is discontinuous, and therefore the error function too. One of the more popular activation functions for backpropagation networks is the sigmoid, a real function $s_{c}: \mathbb{R} \rightarrow(0,1)$ defined by the expression

$$
s_{c}(x)=\frac{1}{1+\mathrm{e}^{-c x}} .
$$

The constant $c$ can be selected arbitrarily and its reciprocal $1 / c$ is called the temperature parameter in stochastic neural networks. The shape of the sigmoid changes according to the value of $c$, as can be seen in Figure 7.1. The graph shows the shape of the sigmoid for $c=1, c=2$ and $c=3$. Higher values of $c$ bring the shape of the sigmoid closer to that of the step function and in the limit $c \rightarrow \infty$ the sigmoid converges to a step function at the origin. In order to simplify all expressions derived in this chapter we set $c=1$, but after going through this material the reader should be able to generalize all the expressions for a variable $c$. In the following we call the sigmoid $s_{1}(x)$ just $s(x)$.


Fig. 7.1. Three sigmoids (for $c=1, c=2$ and $c=3$ )

The derivative of the sigmoid with respect to $x$, needed later on in this chapter, is

$$
\frac{d}{d x} s(x)=\frac{\mathrm{e}^{-x}}{\left(1+\mathrm{e}^{-x}\right)^{2}}=s(x)(1-s(x)) .
$$

We have already shown that, in the case of perceptrons, a symmetrical activation function has some advantages for learning. An alternative to the sigmoid is the symmetrical sigmoid $S(x)$ defined as

$$
S(x)=2 s(x)-1=\frac{1-\mathrm{e}^{-x}}{1+\mathrm{e}^{-x}}
$$

This is nothing but the hyperbolic tangent for the argument $x / 2$ whose shape is shown in Figure 7.2 (upper right). The figure shows four types of continuous "squashing" functions. The ramp function (lower right) can also be used in
learning algorithms taking care to avoid the two points where the derivative is undefined.


Fig. 7.2. Graphics of some "squashing" functions

Many other kinds of activation functions have been proposed and the backpropagation algorithm is applicable to all of them. A differentiable activation function makes the function computed by a neural network differentiable (assuming that the integration function at each node is just the sum of the inputs), since the network itself computes only function compositions. The error function also becomes differentiable.

Figure 7.3 shows the smoothing produced by a sigmoid in a step of the error function. Since we want to follow the gradient direction to find the minimum of this function, it is important that no regions exist in which the error function is completely flat. As the sigmoid always has a positive derivative, the slope of the error function provides a greater or lesser descent direction which can be followed. We can think of our search algorithm as a physical process in which a small sphere is allowed to roll on the surface of the error function until it reaches the bottom.

### 7.1.2 Regions in input space

The sigmoid's output range contains all numbers strictly between 0 and 1 . Both extreme values can only be reached asymptotically. The computing units considered in this chapter evaluate the sigmoid using the net amount of excitation as its argument. Given weights $w_{1}, \ldots, w_{n}$ and a bias $-\theta$, a sigmoidal unit computes for the input $x_{1}, \ldots, x_{n}$ the output

$$
\frac{1}{1+\exp \left(\sum_{i=1}^{n} w_{i} x_{i}-\theta\right)}
$$



Fig. 7.3. A step of the error function

A higher net amount of excitation brings the unit's output nearer to 1 . The continuum of output values can be compared to a division of the input space in a continuum of classes. A higher value of $c$ makes the separation in input space sharper.


Fig. 7.4. Continuum of classes in input space

Note that the step of the sigmoid is normal to the vector $\left(w_{1}, \ldots, w_{n},-\theta\right)$ so that the weight vector points in the direction in extended input space in which the output of the sigmoid changes faster.

### 7.1.3 Local minima of the error function

A price has to be paid for all the positive features of the sigmoid as activation function. The most important problem is that, under some circumstances, local minima appear in the error function which would not be there if the step function had been used. Figure 7.5 shows an example of a local minimum with a higher error level than in other regions. The function was computed for a single unit with two weights, constant threshold, and four input-output patterns in the training set. There is a valley in the error function and if
gradient descent is started there the algorithm will not converge to the global minimum.


Fig. 7.5. A local minimum of the error function

In many cases local minima appear because the targets for the outputs of the computing units are values other than 0 or 1 . If a network for the computation of XOR is trained to produce 0.9 at the inputs $(0,1)$ and $(1,0)$ then the surface of the error function develops some protuberances, where local minima can arise. In the case of binary target values some local minima are also present, as shown by Lisboa and Perantonis who analytically found all local minima of the XOR function [277].

### 7.2 General feed-forward networks

In this section we show that backpropagation can easily be derived by linking the calculation of the gradient to a graph labeling problem. This approach is not only elegant, but also more general than the traditional derivations found in most textbooks. General network topologies are handled right from the beginning, so that the proof of the algorithm is not reduced to the multilayered case. Thus one can have it both ways, more general yet simpler [375].

### 7.2.1 The learning problem

Recall that in our general definition a feed-forward neural network is a computational graph whose nodes are computing units and whose directed edges transmit numerical information from node to node. Each computing unit is capable of evaluating a single primitive function of its input. In fact the network represents a chain of function compositions which transform an input to an output vector (called a pattern). The network is a particular implementation of a composite function from input to output space, which we call the network function. The learning problem consists of finding the optimal combination
of weights so that the network function $\varphi$ approximates a given function $f$ as closely as possible. However, we are not given the function $f$ explicitly but only implicitly through some examples.

Consider a feed-forward network with $n$ input and $m$ output units. It can consist of any number of hidden units and can exhibit any desired feed-forward connection pattern. We are also given a training set $\left\{\left(\mathbf{x}_{1}, \mathbf{t}_{1}\right), \ldots,\left(\mathbf{x}_{p}, \mathbf{t}_{p}\right)\right\}$ consisting of $p$ ordered pairs of $n$ - and $m$-dimensional vectors, which are called the input and output patterns. Let the primitive functions at each node of the network be continuous and differentiable. The weights of the edges are real numbers selected at random. When the input pattern $\mathbf{x}_{i}$ from the training set is presented to this network, it produces an output $\mathbf{o}_{i}$ different in general from the target $\mathbf{t}_{i}$. What we want is to make $\mathbf{o}_{i}$ and $\mathbf{t}_{i}$ identical for $i=1, \ldots, p$, by using a learning algorithm. More precisely, we want to minimize the error function of the network, defined as

$$
E=\frac{1}{2} \sum_{i=1}^{p}\left\|\mathbf{o}_{i}-\mathbf{t}_{i}\right\|^{2} .
$$

After minimizing this function for the training set, new unknown input patterns are presented to the network and we expect it to interpolate. The network must recognize whether a new input vector is similar to learned patterns and produce a similar output.

The backpropagation algorithm is used to find a local minimum of the error function. The network is initialized with randomly chosen weights. The gradient of the error function is computed and used to correct the initial weights. Our task is to compute this gradient recursively.


Fig. 7.6. Extended network for the computation of the error function

The first step of the minimization process consists of extending the network, so that it computes the error function automatically. Figure 7.6 shows
how this is done. Every one of the $j$ output units of the network is connected to a node which evaluates the function $\frac{1}{2}\left(o_{i j}-t_{i j}\right)^{2}$, where $o_{i j}$ and $t_{i j}$ denote the $j$-th component of the output vector $\mathbf{o}_{i}$ and of the target $\mathbf{t}_{i}$. The outputs of the additional $m$ nodes are collected at a node which adds them up and gives the sum $E_{i}$ as its output. The same network extension has to be built for each pattern $\mathbf{t}_{i}$. A computing unit collects all quadratic errors and outputs their sum $E_{1}+\cdots+E_{p}$. The output of this extended network is the error function $E$.

We now have a network capable of calculating the total error for a given training set. The weights in the network are the only parameters that can be modified to make the quadratic error $E$ as low as possible. Because $E$ is calculated by the extended network exclusively through composition of the node functions, it is a continuous and differentiable function of the $\ell$ weights $w_{1}, w_{2}, \ldots, w_{\ell}$ in the network. We can thus minimize $E$ by using an iterative process of gradient descent, for which we need to calculate the gradient

$$
\nabla E=\left(\frac{\partial E}{\partial w_{1}}, \frac{\partial E}{\partial w_{2}}, \ldots, \frac{\partial E}{\partial w_{\ell}}\right) .
$$

Each weight is updated using the increment

$$
\Delta w_{i}=-\gamma \frac{\partial E}{\partial w_{i}} \quad \text { for } i=1, \ldots, \ell
$$

where $\gamma$ represents a learning constant, i.e., a proportionality parameter which defines the step length of each iteration in the negative gradient direction.

With this extension of the original network the whole learning problem now reduces to the question of calculating the gradient of a network function with respect to its weights. Once we have a method to compute this gradient, we can adjust the network weights iteratively. In this way we expect to find a minimum of the error function, where $\nabla E=0$.

### 7.2.2 Derivatives of network functions

Now forget everything about training sets and learning. Our objective is to find a method for efficiently calculating the gradient of a one-dimensional network function according to the weights of the network. Because the network is equivalent to a complex chain of function compositions, we expect the chain rule of differential calculus to play a major role in finding the gradient of the function. We take account of this fact by giving the nodes of the network a composite structure. Each node now consists of a left and a right side, as shown in Figure 7.7. We call this kind of representation a B-diagram (for backpropagation diagram).

The right side computes the primitive function associated with the node, whereas the left side computes the derivative of this primitive function for the same input.


Fig. 7.7. The two sides of a computing unit


Fig. 7.8. Separation of integration and activation function

Note that the integration function can be separated from the activation function by splitting each node into two parts, as shown in Figure 7.8. The first node computes the sum of the incoming inputs, the second one the activation function $s$. The derivative of $s$ is $s^{\prime}$ and the partial derivative of the sum of $n$ arguments with respect to any one of them is just 1 . This separation simplifies our discussion, as we only have to think of a single function which is being computed at each node and not of two.

The network is evaluated in two stages: in the first one, the feed-forward step, information comes from the left and each unit evaluates its primitive function $f$ in its right side as well as the derivative $f^{\prime}$ in its left side. Both results are stored in the unit, but only the result from the right side is transmitted to the units connected to the right. The second step, the backpropagation step, consists in running the whole network backwards, whereby the stored results are now used. There are three main cases which we have to consider.

## First case: function composition

The B-diagram of Figure 7.9 contains only two nodes. In the feed-forward step, incoming information into a unit is used as the argument for the evaluation of the node's primitive function and its derivative. In this step the network computes the composition of the functions $f$ and $g$. Figure 7.10 shows the state of the network after the feed-forward step. The correct result of the function composition has been produced at the output unit and each unit has stored some information on its left side.

In the backpropagation step the input from the right of the network is the constant 1. Incoming information to a node is multiplied by the value stored in its left side. The result of the multiplication is transmitted to the next unit to the left. We call the result at each node the traversing value at this node. Figure 7.11 shows the final result of the backpropagation step, which is $f^{\prime}(g(x)) g^{\prime}(x)$, i.e., the derivative of the function composition $f(g(x))$


Fig. 7.9. Network for the composition of two functions


Fig. 7.10. Result of the feed-forward step
implemented by this network. The backpropagation step provides an implementation of the chain rule. Any sequence of function compositions can be evaluated in this way and its derivative can be obtained in the backpropagation step. We can think of the network as being used backwards with the input 1, whereby at each node the product with the value stored in the left side is computed.


Fig. 7.11. Result of the backpropagation step


Fig. 7.12. Addition of functions

## Second case: function addition

The next case to consider is the addition of two primitive functions. Figure 7.12 shows a network for the computation of the addition of the functions $f_{1}$ and $f_{2}$. The additional node has been included to handle the addition of the two functions. The partial derivative of the addition function with respect to any one of the two inputs is 1 . In the feed-forward step the network computes the result $f_{1}(x)+f_{2}(x)$. In the backpropagation step the constant 1 is fed from the left side into the network. All incoming edges to a unit fan out the traversing value at this node and distribute it to the connected units to the left. Where two right-to-left paths meet, the computed traversing values are added. Figure 7.13 shows the result $f_{1}^{\prime}(x)+f_{2}^{\prime}(x)$ of the backpropagation step, which is the derivative of the function addition $f_{1}+f_{2}$ evaluated at $x$. A simple proof by induction shows that the derivative of the addition of any number of functions can be handled in the same way.


Fig. 7.13. Result of the backpropagation step


Fig. 7.14. Forward computation and backpropagation at an edge

## Third case: weighted edges

Weighted edges could be handled in the same manner as function compositions, but there is an easier way to deal with them. In the feed-forward step the incoming information $x$ is multiplied by the edge's weight $w$. The result is $w x$. In the backpropagation step the traversing value 1 is multiplied by the weight of the edge. The result is $w$, which is the derivative of $w x$ with respect to $x$. From this we conclude that weighted edges are used in exactly the same way in both steps: they modulate the information transmitted in each direction by multiplying it by the edges' weight.

### 7.2.3 Steps of the backpropagation algorithm

We can now formulate the complete backpropagation algorithm and prove by induction that it works in arbitrary feed-forward networks with differentiable activation functions at the nodes. We assume that we are dealing with a network with a single input and a single output unit.

Algorithm 7.2.1 Backpropagation algorithm.
Consider a network with a single real input $x$ and network function $F$. The derivative $F^{\prime}(x)$ is computed in two phases:
Feed-forward: the input $x$ is fed into the network. The primitive functions at the nodes and their derivatives are evaluated at each node. The derivatives are stored.

Backpropagation: the constant 1 is fed into the output unit and the network is run backwards. Incoming information to a node is added and the result is multiplied by the value stored in the left part of the unit. The result is transmitted to the left of the unit. The result collected at the input unit is the derivative of the network function with respect to $x$.

The following proposition shows that the algorithm is correct.
Proposition 11. Algorithm 7.2.1 computes the derivative of the network function $F$ with respect to the input $x$ correctly.

Proof. We have already shown that the algorithm works for units in series, units in parallel and also for weighted edges. Let us make the induction assumption that the algorithm works for any feed-forward network with $n$ or fewer nodes. Consider now the B-diagram of Figure 7.15, which contains $n+1$ nodes. The feed-forward step is executed first and the result of the single output unit is the network function $F$ evaluated at $x$. Assume that $m$ units, whose respective outputs are $F_{1}(x), \ldots, F_{m}(x)$ are connected to the output unit. Since the primitive function of the output unit is $\varphi$, we know that


Fig. 7.15. Backpropagation at the last node

$$
F(x)=\varphi\left(w_{1} F_{1}(x)+w_{2} F_{2}(x)+\cdots+w_{m} F_{m}(x)\right)
$$

The derivative of $F$ at $x$ is thus

$$
F^{\prime}(x)=\varphi^{\prime}(s)\left(w_{1} F_{1}^{\prime}(x)+w_{2} F_{2}^{\prime}(x)+\cdots+w_{m} F_{m}^{\prime}(x)\right)
$$

where $s=\varphi\left(w_{1} F_{1}(x)+w_{2} F_{2}(x)+\cdots+w_{m} F_{m}(x)\right)$. The subgraph of the main graph which includes all possible paths from the input unit to the unit whose output is $F_{1}(x)$ defines a subnetwork whose network function is $F_{1}$ and which consists of $n$ or fewer units. By the induction assumption we can calculate the derivative of $F_{1}$ at $x$, by introducing a 1 into the unit and running the subnetwork backwards. The same can be done with the units whose outputs are $F_{2}(x), \ldots, F_{m}(x)$. If instead of 1 we introduce the constant $\varphi^{\prime}(s)$ and multiply it by $w_{1}$ we get $w_{1} F_{1}^{\prime}(x) \varphi^{\prime}(s)$ at the input unit in the backpropagation step. Similarly we get $w_{2} F_{2}^{\prime}(x) \varphi^{\prime}(s), \ldots, w_{m} F_{m}^{\prime}(x) \varphi^{\prime}(s)$ for the rest of the units. In the backpropagation step with the whole network we add these $m$ results and we finally get

$$
\varphi^{\prime}(s)\left(w_{1} F_{1}^{\prime}(x)+w_{2} F_{2}^{\prime}(x)+\cdots+w_{m} F_{m}^{\prime}(x)\right)
$$

which is the derivative of $F$ evaluated at $x$. Note that introducing the constants $w_{1} \varphi^{\prime}(s), \ldots, w_{m} \varphi^{\prime}(s)$ into the $m$ units connected to the output unit can be done by introducing a 1 into the output unit, multiplying by the stored value $\varphi^{\prime}(s)$ and distributing the result to the $m$ units through the edges with weights $w_{1}, w_{2}, \ldots, w_{m}$. We are in fact running the network backwards as the backpropagation algorithm demands. This means that the algorithm works with networks of $n+1$ nodes and this concludes the proof.

Implicit in the above analysis is that all inputs to a node are added before the one-dimensional activation function is computed. We can consider
also activation functions $f$ of several variables, but in this case the left side of the unit stores all partial derivatives of $f$ with respect to each variable. Figure 7.16 shows an example for a function $f$ of two variables $x_{1}$ and $x_{2}$, delivered through two different edges. In the backpropagation step each stored partial derivative is multiplied by the traversing value at the node and transmitted to the left through its own edge. It is easy to see that backpropagation still works in this more general case.


Fig. 7.16. Stored partial derivatives at a node

The backpropagation algorithm also works correctly for networks with more than one input unit in which several independent variables are involved. In a network with two inputs for example, where the independent variables $x_{1}$ and $x_{2}$ are fed into the network, the network result can be called $F\left(x_{1}, x_{2}\right)$. The network function now has two arguments and we can compute the partial derivative of $F$ with respect to $x_{1}$ or $x_{2}$. The feed-forward step remains unchanged and all left side slots of the units are filled as usual. However, in the backpropagation step we can identify two subnetworks: one consists of all paths connecting the first input unit to the output unit and another of all paths from the second input unit to the output unit. By applying the backpropagation step in the first subnetwork we get the partial derivative of $F$ with respect to $x_{1}$ at the first input unit. The backpropagation step on the second subnetwork yields the partial derivative of $F$ with respect to $x_{2}$ at the second input unit. Note that we can overlap both computations and perform a single backpropagation step over the whole network. We still get the same results.

### 7.2.4 Learning with backpropagation

We consider again the learning problem for neural networks. Since we want to minimize the error function $E$, which depends on the network weights, we have to deal with all weights in the network one at a time. The feed-forward step is computed in the usual way, but now we also store the output of each unit in its right side. We perform the backpropagation step in the extended network that computes the error function and we then fix our attention on one of the weights, say $w_{i j}$ whose associated edge points from the $i$-th to the
$j$-th node in the network. This weight can be treated as an input channel into the subnetwork made of all paths starting at $w_{i j}$ and ending in the single output unit of the network. The information fed into the subnetwork in the feed-forward step was $o_{i} w_{i j}$, where $o_{i}$ is the stored output of unit $i$. The backpropagation step computes the gradient of $E$ with respect to this input, i.e., $\partial E / \partial o_{i} w_{i j}$. Since in the backpropagation step $o_{i}$ is treated as a constant, we finally have

$$
\frac{\partial E}{\partial w_{i j}}=o_{i} \frac{\partial E}{\partial o_{i} w_{i j}} .
$$

Summarizing, the backpropagation step is performed in the usual way. All subnetworks defined by each weight of the network can be handled simultaneously, but we now store additionally at each node $i$ :

- The output $o_{i}$ of the node in the feed-forward step.
- The cumulative result of the backward computation in the backpropagation step up to this node. We call this quantity the backpropagated error.

If we denote the backpropagated error at the $j$-th node by $\delta_{j}$, we can then express the partial derivative of $E$ with respect to $w_{i j}$ as:

$$
\frac{\partial E}{\partial w_{i j}}=o_{i} \delta_{j} .
$$

Once all partial derivatives have been computed, we can perform gradient descent by adding to each weight $w_{i j}$ the increment

$$
\Delta w_{i j}=-\gamma o_{i} \delta_{j} .
$$

This correction step is needed to transform the backpropagation algorithm into a learning method for neural networks.

This graphical proof of the backpropagation algorithm applies to arbitrary feed-forward topologies. The graphical approach also immediately suggests hardware implementation techniques for backpropagation.

### 7.3 The case of layered networks

An important special case of feed-forward networks is that of layered networks with one or more hidden layers. In this section we give explicit formulas for the weight updates and show how they can be calculated using linear algebraic operations. We also show how to label each node with the backpropagated error in order to avoid redundant computations.

### 7.3.1 Extended network

We will consider a network with $n$ input sites, $k$ hidden, and $m$ output units. The weight between input site $i$ and hidden unit $j$ will be called $w_{i j}^{(1)}$. The weight between hidden unit $i$ and output unit $j$ will be called $w_{i j}^{(2)}$. The bias $-\theta$ of each unit is implemented as the weight of an additional edge. Input vectors are thus extended with a 1 component, and the same is done with the output vector from the hidden layer. Figure 7.17 shows how this is done. The weight between the constant 1 and the hidden unit $j$ is called $w_{n+1, j}^{(1)}$ and the weight between the constant 1 and the output unit $j$ is denoted by $w_{k+1, j}^{(2)}$.


Fig. 7.17. Notation for the three-layered network
There are $(n+1) \times k$ weights between input sites and hidden units and $(k+1) \times m$ between hidden and output units. Let $\overline{\mathbf{W}}_{1}$ denote the $(n+1) \times k$ matrix with component $w_{i j}^{(1)}$ at the $i$-th row and the $j$-th column. Similarly let $\overline{\mathbf{W}}_{2}$ denote the $(k+1) \times m$ matrix with components $w_{i j}^{(2)}$. We use an overlined notation to emphasize that the last row of both matrices corresponds to the biases of the computing units. The matrix of weights without this last row will be needed in the backpropagation step. The $n$-dimensional input vector $\mathbf{o}=\left(o_{1}, \ldots, o_{n}\right)$ is extended, transforming it to $\hat{\mathbf{o}}=\left(o_{1}, \ldots, o_{n}, 1\right)$. The excitation net $j_{j}$ of the $j$-th hidden unit is given by

$$
n e t_{j}=\sum_{i=1}^{n+1} w_{i j}^{(1)} \hat{o}_{i} .
$$

The activation function is a sigmoid and the output $o_{j}^{(1)}$ of this unit is thus

$$
o_{j}^{(1)}=s\left(\sum_{i=1}^{n+1} w_{i j}^{(1)} \hat{o}_{i}\right)
$$

The excitation of all units in the hidden layer can be computed with the vector-matrix multiplication $\hat{\boldsymbol{o}} \overline{\mathbf{W}}_{1}$. The vector $\mathbf{o}^{(1)}$ whose components are the outputs of the hidden units is given by

$$
\mathbf{o}^{(1)}=s\left(\hat{\mathbf{o}} \overline{\mathbf{W}}_{1}\right)
$$

using the convention of applying the sigmoid to each component of the argument vector. The excitation of the units in the output layer is computed using the extended vector $\hat{\mathbf{o}}^{(1)}=\left(o_{1}^{(1)}, \ldots, o_{k}^{(1)}, 1\right)$. The output of the network is the $m$-dimensional vector $\mathbf{o}^{(2)}$, where

$$
\mathbf{o}^{(2)}=s\left(\hat{\mathbf{o}}^{(1)} \overline{\mathbf{W}}_{2}\right) .
$$

These formulas can be generalized for any number of layers and allow direct computation of the flow of information in the network with simple matrix operations.

### 7.3.2 Steps of the algorithm

Figure 7.18 shows the extended network for computation of the error function. In order to simplify the discussion we deal with a single input-output pair (o,t) and generalize later to $p$ training examples. The network has been extended with an additional layer of units. The right sides compute the quadratic deviation $\frac{1}{2}\left(o_{i}^{(2)}-t_{i}\right)$ for the $i$-th component of the output vector and the left sides store $\left(o_{i}^{(2)}-t_{i}\right)$. Each output unit $i$ in the original network computes the sigmoid $s$ and produces the output $o_{i}^{(2)}$. Addition of the quadratic deviations gives the error $E$. The error function for $p$ input-output examples can be computed by creating $p$ networks like the one shown, one for each training pair, and adding the outputs of all of them to produce the total error of the training set.

After choosing the weights of the network randomly, the backpropagation algorithm is used to compute the necessary corrections. The algorithm can be decomposed in the following four steps:
i) Feed-forward computation
ii) Backpropagation to the output layer
iii) Backpropagation to the hidden layer
iv) Weight updates

The algorithm is stopped when the value of the error function has become sufficiently small.


Fig. 7.18. Extended multilayer network for the computation of $E$

## First step: feed-forward computation

The vector $\mathbf{o}$ is presented to the network. The vectors $\mathbf{o}^{(1)}$ and $\mathbf{o}^{(2)}$ are computed and stored. The evaluated derivatives of the activation functions are also stored at each unit.

## Second step: backpropagation to the output layer

We are looking for the first set of partial derivatives $\partial E / \partial w_{i j}^{(2)}$. The backpropagation path from the output of the network up to the output unit $j$ is shown in the B-diagram of Figure 7.19.
backpropagation


Fig. 7.19. Backpropagation path up to output unit $j$

From this path we can collect by simple inspection all the multiplicative terms which define the backpropagated error $\delta_{j}^{(2)}$. Therefore

$$
\delta_{j}^{(2)}=o_{j}^{(2)}\left(1-o_{j}^{(2)}\right)\left(o_{j}^{(2)}-t_{j}\right),
$$

and the partial derivative we are looking for is

$$
\frac{\partial E}{\partial w_{i j}^{(2)}}=\left[o_{j}^{(2)}\left(1-o_{j}^{(2)}\right)\left(o_{j}^{(2)}-t_{j}\right)\right] o_{i}^{(1)}=\delta_{j}^{(2)} o_{i}^{(1)}
$$

Remember that for this last step we consider the weight $w_{i j}^{(2)}$ to be a variable and its input $o_{i}(1)$ a constant.


Fig. 7.20. Input and backpropagated error at an edge

Figure 7.20 shows the general situation we find during the backpropagation algorithm. At the input side of the edge with weight $w_{i j}$ we have $o_{i}^{(1)}$ and at the output side the backpropagated error $\delta_{j}^{(2)}$.

## Third step: backpropagation to the hidden layer

Now we want to compute the partial derivatives $\partial E / \partial w_{i j}^{(1)}$. Each unit $j$ in the hidden layer is connected to each unit $q$ in the output layer with an edge of weight $w_{j q}^{(2)}$, for $q=1, \ldots, m$. The backpropagated error up to unit $j$ in the hidden layer must be computed taking into account all possible backward paths, as shown in Figure 7.21. The backpropagated error is then

$$
\delta_{j}^{(1)}=o_{j}^{(1)}\left(1-o_{j}^{(1)}\right) \sum_{q=1}^{m} w_{j q}^{(2)} \delta_{q}^{(2)} .
$$

Therefore the partial derivative we are looking for is

$$
\frac{\partial E}{\partial w_{i j}^{(1)}}=\delta_{j}^{(1)} o_{i}
$$

The backpropagated error can be computed in the same way for any number of hidden layers and the expression for the partial derivatives of $E$ keeps the same analytic form.


Fig. 7.21. All paths up to input site $i$

## Fourth step: weight updates

After computing all partial derivatives the network weights are updated in the negative gradient direction. A learning constant $\gamma$ defines the step length of the correction. The corrections for the weights are given by

$$
\Delta w_{i j}^{(2)}=-\gamma o_{i}^{(1)} \delta_{j}^{(2)}, \quad \text { for } i=1, \ldots, k+1 ; j=1, \ldots, m
$$

and

$$
\Delta w_{i j}^{(1)}=-\gamma o_{i} \delta_{j}^{(1)}, \quad \text { for } i=1, \ldots, n+1 ; j=1, \ldots, k
$$

where we use the convention that $o_{n+1}=o_{k+1}^{(1)}=1$. It is very important to make the corrections to the weights only after the backpropagated error has been computed for all units in the network. Otherwise the corrections become intertwined with the backpropagation of the error and the computed corrections do not correspond any more to the negative gradient direction. Some authors fall in this trap [16]. Note also that some books define the backpropagated error as the negative traversing value in the network. In that case the update equations for the network weights do not have a negative sign (which is absorbed by the deltas), but this is a matter of pure convention.

## More than one training pattern

In the case of $p>1$ input-output patterns, an extended network is used to compute the error function for each of them separately. The weight corrections
are computed for each pattern and so we get, for example, for weight $w_{i j}^{(1)}$ the corrections

$$
\Delta_{1} w_{i j}^{(1)}, \Delta_{2} w_{i j}^{(1)}, \ldots, \Delta_{p} w_{i j}^{(1)}
$$

The necessary update in the gradient direction is then

$$
\Delta w_{i j}^{(1)}=\Delta_{1} w_{i j}^{(1)}+\Delta_{2} w_{i j}^{(1)}+\cdots+\Delta_{p} w_{i j}^{(1)}
$$

We speak of batch or off-line updates when the weight corrections are made in this way. Often, however, the weight updates are made sequentially after each pattern presentation (this is called on-line training). In this case the corrections do not exactly follow the negative gradient direction, but if the training patterns are selected randomly the search direction oscillates around the exact gradient direction and, on average, the algorithm implements a form of descent in the error function. The rationale for using on-line training is that adding some noise to the gradient direction can help to avoid falling into shallow local minima of the error function. Also, when the training set consists of thousands of training patterns, it is very expensive to compute the exact gradient direction since each epoch (one round of presentation of all patterns to the network) consists of many feed-forward passes and on-line training becomes more efficient [391].

### 7.3.3 Backpropagation in matrix form

We have seen that the graph labeling approach for the proof of the backpropagation algorithm is completely general and is not limited to the case of regular layered architectures. However this special case can be put into a form suitable for vector processors or special machines for linear algebraic operations.

We have already shown that in a network with a hidden and an output layer ( $n, k$ and $m$ units) the input o produces the output $\mathbf{o}^{(2)}=s\left(\hat{\mathbf{o}}^{(1)} \overline{\mathbf{W}}_{2}\right)$ where $\mathbf{o}^{(1)}=s\left(\hat{\mathbf{o}} \overline{\mathbf{W}}_{1}\right)$. In the backpropagation step we only need the first $n$ rows of matrix $\overline{\mathbf{W}}_{1}$. We call this $n \times k$ matrix $\mathbf{W}_{1}$. Similarly, the $k \times m$ matrix $\mathbf{W}_{2}$ is composed of the first $k$ rows of the matrix $\overline{\mathbf{W}}_{2}$. We make this reduction because we do not need to backpropagate any values to the constant inputs corresponding to each bias.

The derivatives stored in the feed-forward step at the $k$ hidden units and the $m$ output units can be written as the two diagonal matrices

$$
\mathbf{D}_{2}=\left(\begin{array}{cccc}
o_{1}^{(2)}\left(1-o_{1}^{(2)}\right) & 0 & \cdots & 0 \\
0 & o_{2}^{(2)}\left(1-o_{2}^{(2)}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots o_{m}^{(2)}\left(1-o_{m}^{(2)}\right)
\end{array}\right)
$$

and

$$
\mathbf{D}_{1}=\left(\begin{array}{cccc}
o_{1}^{(1)}\left(1-o_{1}^{(1)}\right) & 0 & \cdots & 0 \\
0 & o_{2}^{(1)}\left(1-o_{2}^{(1)}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & o_{k}^{(1)}\left(1-o_{k}^{(1)}\right)
\end{array}\right)
$$

Define the vector $\mathbf{e}$ of the stored derivatives of the quadratic deviations as

$$
\mathbf{e}=\left(\begin{array}{c}
\left(o_{1}^{(2)}-t_{1}\right) \\
\left(o_{2}^{(2)}-t_{2}\right) \\
\vdots \\
\left(o_{m}^{(2)}-t_{m}\right)
\end{array}\right)
$$

The $m$-dimensional vector $\boldsymbol{\delta}^{(2)}$ of the backpropagated error up to the output units is given by the expression

$$
\boldsymbol{\delta}^{(2)}=\mathbf{D}_{2} \mathbf{e}
$$

The $k$-dimensional vector of the backpropagated error up to the hidden layer is

$$
\boldsymbol{\delta}^{(1)}=\mathbf{D}_{1} \mathbf{W}_{2} \boldsymbol{\delta}^{(2)} .
$$

The corrections for the matrices $\overline{\mathbf{W}}_{1}$ and $\overline{\mathbf{W}}_{2}$ are then given by

$$
\begin{equation*}
\Delta \overline{\mathbf{W}}_{2}^{\mathrm{T}}=-\gamma \boldsymbol{\delta}^{(2)} \hat{\mathbf{o}}^{1} \tag{7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \overline{\mathbf{W}}_{1}^{\mathrm{T}}=-\gamma \boldsymbol{\delta}^{(1)} \hat{\mathbf{o}} . \tag{7.2}
\end{equation*}
$$

The only necessary operations are vector-matrix, matrix-vector, and vectorvector multiplications. In Chap. 16 we describe computer architectures optimized for this kind of operation. It is easy to generalize these equations for $\ell$ layers of computing units. Assume that the connection matrix between layer $i$ and $i+1$ is denoted by $\overline{\mathbf{W}}_{i+1}$ (layer 0 is the layer of input sites). The backpropagated error to the output layer is then

$$
\boldsymbol{\delta}^{(\ell)}=\mathbf{D}_{\ell} \mathbf{e} .
$$

The backpropagated error to the $i$-th computing layer is defined recursively by

$$
\boldsymbol{\delta}^{(i)}=\mathbf{D}_{i} \mathbf{W}_{i+1} \boldsymbol{\delta}^{(i+1)}, \quad \text { for } i=1, \ldots, \ell-1 .
$$

or alternatively

$$
\boldsymbol{\delta}^{(i)}=\mathbf{D}_{i} \mathbf{W}_{i+1} \cdots \mathbf{W}_{\ell-1} \mathbf{D}_{\ell-1} \mathbf{W}_{\ell} \mathbf{D}_{\ell} \mathbf{e}
$$

The corrections to the weight matrices are computed in the same way as for two layers of computing units.

### 7.3.4 The locality of backpropagation

We can now prove using a B-diagram that addition is the only integration function which preserves the locality of learning when backpropagation is used.


Fig. 7.22. Multiplication as integration function

In the networks we have seen so far the backpropagation algorithm exploits only local information. This means that only information which arrives from an input line in the feed-forward step is stored at the unit and sent back through the same line in the backpropagation step. An example can make this point clear. Assume that the integration function of a unit is multiplication and its activation function is $f$. Figure 7.22 shows a split view of the computation: two inputs $a$ and $b$ come from two input lines, the integration function responds with the product $a b$ and this result is passed as argument to $f$. With backpropagation we can compute the partial derivative of $f(a b)$ with respect to $a$ and with respect to $b$. But in this case the value $b$ must be transported back through the upper edge and the value $a$ through the lower one. Since $b$ arrived through the other edge, the locality of the learning algorithm has been lost. The question is which kinds of integration functions preserve the locality of learning. The answer is given by the following proposition.

Proposition 12. In a unit with $n$ inputs $x_{1}, \ldots, x_{n}$ only integration functions of the form

$$
I\left(x_{1}, \ldots, x_{n}\right)=F_{1}\left(x_{1}\right)+F_{2}\left(x_{2}\right)+\cdots+F_{n}\left(x_{n}\right)+C
$$

where $C$ is a constant, guarantee the locality of the backpropagation algorithm in the sense that at an edge $i \neq j$ no information about $x_{j}$ has to be explicitly stored.

Proof. Let the integration function of the unit be the function $I$ of $n$ arguments. If, in the backpropagation step, only a function $f_{i}$ of the variable $x_{i}$ can be stored at the computing unit in order to be transmitted through the $i$-th input line in the backpropagation step, then we know that

$$
\frac{\partial I}{\partial x_{i}}=f_{i}\left(x_{i}\right), \quad \text { for } i=1, \ldots, n
$$

Therefore by integrating these equations we obtain:

$$
\begin{aligned}
I\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =F_{1}\left(x_{1}\right)+G_{1}\left(x_{2}, \ldots, x_{n}\right), \\
I\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =F_{2}\left(x_{2}\right)+G_{2}\left(x_{2}, \ldots, x_{n}\right), \\
& \vdots \\
I\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =F_{n}\left(x_{n}\right)+G_{n}\left(x_{2}, \ldots, x_{n}\right),
\end{aligned}
$$

where $F_{i}$ denotes the integral of $f_{i}$ and $G_{1}, \ldots, G_{n}$ are real functions of $n-1$ arguments. Since the function $I$ has a unique form, the only possibility is

$$
I\left(x_{1}, x_{2}, \ldots, x_{n}\right)=F_{1}\left(x_{1}\right)+F_{2}\left(x_{2}\right)+\cdots+F_{n}\left(x_{n}\right)+C
$$

where $C$ is a constant. This means that information arriving from each line can be preprocessed by the $F_{i}$ functions and then has to be added. Therefore only integration functions with this form preserve locality.

### 7.3.5 Error during training

We discussed the form of the error function for the XOR problem in the last chapter. It is interesting to see how backpropagation performs when confronted with this problem. Figure 7.23 shows the evolution of the total error during training of a network of three computing units. After 600 iterations the algorithm found a solution to the learning problem. In the figure the error falls fast at the beginning and end of training. Between these two zones lies a region in which the error function seems to be almost flat and where progress is slow. This corresponds to a region which would be totally flat if step functions were used as activation functions of the units. Now, using the sigmoid, this region presents a small slope in the direction of the global minimum.

In the next chapter we discuss how to make backpropagation converge faster, taking into account the behavior of the algorithm at the flat spots of the error function.

### 7.4 Recurrent networks

The backpropagation algorithm can also be extended to the case of recurrent networks. To deal with this kind of systems we introduce a discrete time variable $t$. At time $t$ all units in the network recompute their outputs, which are then transmitted at time $t+1$. Continuing in this step-by-step fashion, the system produces a sequence of output values when a constant or time varying input is fed into the network. As we already saw in Chap. 2, a recurrent network behaves like a finite automaton. The question now is how to train such an automaton to produce a desired sequence of output values.


Fig. 7.23. Error function for 600 iterations of backpropagation

### 7.4.1 Backpropagation through time

The simplest way to deal with a recurrent network is to consider a finite number of iterations only. Assume for generality that a network of $n$ computing units is fully connected and that $w_{i j}$ is the weight associated with the edge from node $i$ to node $j$. By unfolding the network at the time steps $1,2, \ldots, T$, we can think of this recurrent network as a feed-forward network with $T$ stages of computation. At each time step $t$ an external input $\mathbf{x}(t)$ is fed into the network and the outputs $\left(o_{1}^{(t)}, \ldots, o_{n}^{(t)}\right)$ of all computing units are recorded. We call the $n$-dimensional vector of the units' outputs at time $t$ the network state $\mathbf{o}^{(t)}$. We assume that the initial values of all unit's outputs are zero at $t=0$, but the external input $\mathbf{x}(0)$ can be different from zero. Figure 7.24 shows a diagram of the unfolded network. This unfolding strategy which converts a recurrent network into a feed-forward network in order to apply the backpropagation algorithm is called backpropagation through time or just BPTT [383].

Let $\mathbf{W}$ stand for the $n \times n$ matrix of network weights $w_{i j}$. Let $\mathbf{W}_{0}$ stand for the $m \times n$ matrix of interconnections between $m$ input sites and $n$ units. The feed-forward step is computed in the usual manner, starting with an initial $m$-dimensional external input $\mathbf{x}^{(0)}$. At each time step $t$ the network state $\mathbf{o}^{(t)}$ (an $n$-dimensional row vector) and the vector of derivatives of the activation function at each node $\mathbf{o}^{\prime(t)}$ are stored. The error of the network can be measured after each time step if a sequence of values is to be produced, or just after the final step $T$ if only the final output is of importance. We will handle the first, more general case. Denote the difference between the $n$-dimensional target $\mathbf{y}^{(t)}$ at time $t$ and the output of the network by $\mathbf{e}^{(t)}=$ $\left(\mathbf{o}^{(t)}-\mathbf{y}^{(t)}\right)^{\mathrm{T}}$. This is an $n$-dimensional column vector, but in most cases we are only interested in the outputs of some units in the network. In that case


Fig. 7.24. Backpropagation through time
define $e_{i}(t)=0$ for each unit $i$, whose precise state is unimportant and which can remain hidden from view.


Fig. 7.25. A duplicated weight in a network

Things become complicated when we consider that each weight in the network is present at each stage of the unfolded network. Until now we had only handled the case of unique weights. However, any network with repeated weights can easily be transformed into a network with unique weights. Assume that after the feed-forward step the state of the network is the one shown in Figure 7.25. Weight $w$ is duplicated, but received different inputs $o_{1}$ and $o_{2}$ in the feed-forward step at the two different locations in the network. The transformed network in Figure 7.26 is indistinguishable from the original network from the viewpoint of the results it produces. Note that the two edges associated with weight $w$ now have weight 1 and a multiplication is performed by the two additional units in the middle of the edges. In this transformed network $w$ appears only once and we can perform backpropagation as usual. There are two groups of paths, the ones coming from the first multiplier to $w$


Fig. 7.26. Transformed network
and the ones coming from the second. This means that we can just perform backpropagation as usual in the original network. At the first edge we obtain $\partial E / \partial w_{1}$, at the second $\partial E / \partial w_{2}$, and since $w_{1}$ is the same variable as $w_{2}$, the desired partial derivative is

$$
\frac{\partial E}{\partial w}=\frac{\partial E}{\partial w_{1}}+\frac{\partial E}{\partial w_{2}}
$$

We can thus conclude in general that in the case of the same weight being associated with several edges, backpropagation is performed as usual for each of those edges and the results are simply added.

The backpropagation phase of BPTT starts from the right. The backpropagated error at time $T$ is given by

$$
\boldsymbol{\delta}^{(T)}=\mathbf{D}^{(T)} \mathbf{e}^{(T)}
$$

where $\mathbf{D}^{(T)}$ is the $n \times n$ diagonal matrix whose component at the $i$-th diagonal element is $o_{i}^{\prime(T)}$, i.e., the stored derivative of the $i$-th unit output at time $T$. The backpropagated error at time $T-1$ is given by

$$
\boldsymbol{\delta}^{(T-1)}=\mathbf{D}^{(T-1)} \mathbf{e}^{(T-1)}+\mathbf{D}^{(T-1)} \mathbf{W} \mathbf{D}^{(T)} \mathbf{e}^{(T)}
$$

where we have considered all paths from the computed errors at time $T$ and $T-1$ to each weight. In general, the backpropagated error at stage $i$, for $i=0, \ldots, T-1$ is

$$
\boldsymbol{\delta}^{(i)}=\mathbf{D}^{(i)}\left(\mathbf{e}^{(i)}+\mathbf{W} \boldsymbol{\delta}^{(i+1)}\right) .
$$

The analytic expression for the final weight corrections are

$$
\begin{align*}
\Delta \overline{\mathbf{W}}^{T} & =-\gamma\left(\boldsymbol{\delta}^{(1)} \hat{\mathbf{o}}^{(0)}+\cdots+\boldsymbol{\delta}^{(T)} \hat{\mathbf{o}}^{(T-1)}\right)  \tag{7.3}\\
\Delta \overline{\mathbf{W}}_{0}^{T} & =-\gamma\left(\boldsymbol{\delta}^{(0)} \hat{\mathbf{x}}^{(0)}+\cdots+\boldsymbol{\delta}^{(T)} \hat{\mathbf{x}}^{(T)}\right), \tag{7.4}
\end{align*}
$$

where $\hat{\mathbf{o}}^{(1)}, \ldots, \hat{\mathbf{o}}^{(T)}$ denote the extended output vectors at steps $1, \ldots, T$ and $\overline{\mathbf{W}}$ and $\overline{\mathbf{W}}_{0}$ the extended matrices $\mathbf{W}$ and $\mathbf{W}_{0}$.

Backpropagation through time can be extended to the case of infinite time $T$. In this case we are interested in the limit value of the network's state, on the assumption that the network's state stabilizes to a fixpoint $\tilde{\mathbf{o}}$. Under some conditions over the activation functions and network topology such a fixpoint exists and its derivative can be calculated by backpropagation. The feedforward step is repeated a certain number of times, until the network relaxes to a numerically stable state (with certain precision). The stored node's outputs and derivatives are the ones computed in the last iteration. The network is then run backwards in backpropagation manner until it reaches a numerically stable state. The gradient of the network function with respect to each weight can then be calculated in the usual manner. Note that in this case, we do not need to store all intermediate values of outputs and derivatives at the units, only the final ones. This algorithm, called recurrent backpropagation, was proposed independently by Pineda [342] and Almeida [20].

### 7.4.2 Hidden Markov Models

Hidden Markov Models (HMM) form an important special type of recurrent network. A first-order Markov model is any system capable of assuming one of $n$ different states at time $t$. The system does not change its state at each time step deterministically but according to a stochastic dynamics. The probability of transition from the $i$-th to the $j$-th state at each step is given by $0 \leq a_{i j} \leq 1$ and does not depend on the previous history of transitions. These probabilities can be arranged in an $n \times n$ matrix $A$. We also assume that at each step the model emits one of $m$ possible output values. We call the probability of emitting the $k$-th output value while in the $i$-th state $b_{i k}$. Starting from a definite state at time $t=0$, the system is allowed to run for $T$ time units and the generated outputs are recorded. Each new run of the system generally produces a different sequence of output values. The system is called a HMM because only the emitted values, not the state transitions, can be observed.

An example may make this point clear. In speech recognition researchers postulate that the vocal tract shapes can be quantized in a discrete set of states roughly associated with the phonemes which compose speech. When speech is recorded the exact transitions in the vocal tract cannot be observed and only the produced sound can be measured at some predefined time intervals. These are the emissions, and the states of the system are the quantized configurations of the vocal tract. From the measurements we want to infer the sequence of states of the vocal tract, i.e., the sequence of utterances which gave rise to the recorded sounds. In order to make this problem manageable, the set of states and the set of possible sound parameters are quantized (see Chap. 9 for a deeper discussion of automatic speech recognition).

The general problem when confronted with the recorded sequence of output values of a HMM is to compute the most probable sequence of state


Fig. 7.27. Transition probabilities of a Markov model with three states
transitions which could have produced them. This is done with a recursive algorithm.

The state diagram of a HMM can be represented by a network made of $n$ units (one for each state) and with connections from each unit to each other. The weights of the connections are the transition probabilities (Figure 7.27).

As in the case of backpropagation through time, we can unfold the network in order to observe it at each time step. At $t=0$ only one of the $n$ units, say the $i$-th, produces the output 1 , all others zero. State $i$ is the the actual state of the system. The probability that at time $t=1$ the system reaches state $j$ is given by $a_{i j}$ (to avoid cluttering only some of these values are shown in the diagram). The probability of reaching state $k$ at $t=2$ is

$$
\sum_{j=1}^{n} a_{i j} a_{j k}
$$

which is just the net input at the $k$-th node in the stage $t=2$ of the network shown in Figure 7.28. Consider now what happens when we can only observe the output of the system but not the state transitions (refer to Figure 7.29). If the system starts at $t=0$ in a state given by a discrete probability distribution $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$, then the probability of observing the $k$-th output at $t=0$ is given by

$$
\sum_{i=1}^{n} \rho_{i} b_{i k} .
$$

The probability of observing the $k$-th output at $t=0$ and the $m$-th output at $t=1$ is

$$
\sum_{j=1}^{n} \sum_{i=1}^{n} \rho_{i} b_{i k} a_{i j} b_{j m}
$$

The rest of the stages of the network compute the corresponding probabilities in a similar manner.
state 1


Fig. 7.28. Unfolded Hidden Markov Model


Fig. 7.29. Computation of the likelihood of a sequence of observations

How can we find the unknown transition and emission probabilities for such an HMM? If we are given a sequence of $T$ observed outputs with indices $k_{1}, k_{2}, \ldots, k_{T}$ we would like to maximize the likelihood of this sequence, i.e., the product of the probabilities that each of them occurs. This can be done by transforming the unfolded network as shown in Figure 7.29 for $T=3$. Notice that at each stage $h$ we introduced an additional edge from the node $i$ with the weight $b_{i, k_{h}}$. In this way the final node which collects the sum of the whole computation effectively computes the likelihood of the observed sequence.

Since this unfolded network contains only differentiable functions at its nodes (in fact only addition and the identity function) it can be trained using the backpropagation algorithm. However, care must be taken to avoid updating the probabilities in such a way that they become negative or greater than 1. Also the transition probabilities starting from the same node must always add up to 1 . These conditions can be enforced by an additional transformation of the network (introducing for example a "softmax" function [39]) or using the method of Lagrange multipliers. We give only a hint of how this last technique can be implemented so that the reader may complete the network by her- or himself.

Assume that a function $F$ of $n$ parameters $x_{1}, x_{2}, \ldots, x_{n}$ is to be minimized, subject to the constraint $C\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$. We introduce a Lagrange multiplier $\lambda$ and define the new function

$$
L\left(x_{1}, \ldots, x_{n}, \lambda\right)=F\left(x_{1}, \ldots, x_{n}\right)+\lambda C\left(x_{1}, \ldots, x_{n}\right) .
$$

To minimize $L$ we compute its gradient and set it to zero. To do this numerically, we follow the negative gradient direction to find the minimum. Note that since

$$
\frac{\partial L}{\partial \lambda}=C\left(x_{1}, \ldots, x_{n}\right)
$$

the iteration process does not finish as long as $C\left(x_{1}, \ldots, x_{n}\right) \neq 0$, because in that case the partial derivative of $L$ with respect to $\lambda$ is non-zero. If the iteration process converges, we can be sure that the constraint $C$ is satisfied. Care must be taken when the minimum of $F$ is reached at a saddle point of $L$. In this case some modifications of the basic gradient descent algorithm are needed [343]. Figure 7.30 shows a diagram of the network (a Lagrange neural network [468]) adapted to include a constraint. Since all functions in the network are differentiable, the partial derivatives needed can be computed with the backpropagation algorithm.


Fig. 7.30. Lagrange neural network

### 7.4.3 Variational problems

Our next example, deals not with a recurrent network, but with a class of networks built of many repeated stages. Variational problems can also be expressed and solved numerically using backpropagation networks. A variational problem is one in which we are looking for a function which can optimize a certain cost function. Usually cost is expressed analytically in terms of the unknown function and finding a solution is in many cases an extremely difficult problem. An example can illustrate the general technique that can be used.

Assume that the problem is to minimize $P$ with two boundary conditions:

$$
P(u)=\int_{o}^{1} F\left(u, u^{\prime}\right) d x \quad \text { with } u(0)=a \quad \text { and } \quad u(1)=b
$$

Here $u$ is an unknown function of $x$ and $F\left(u, u^{\prime}\right)$ a cost function. $P$ represents the total cost associated with $u$ over the interval $[0,1]$. Since we want to solve this problem numerically, we discretize the function $u$ by partitioning the interval $[0,1]$ into $n-1$ subintervals. The discrete successive values of the function are denoted by $u_{1}, u_{2}, \ldots, u_{n}$, where $u_{1}=a$ and $u_{n}=b$ are the boundary conditions. The length of the subintervals is $\Delta x=1 /(n-1)$. The discrete function $P_{d}$ that we want to minimize is thus:

$$
P_{d}(u)=\sum_{i=1}^{n} F\left(u_{i}, u_{i}^{\prime}\right) \Delta x
$$

Since minimizing $P_{d}(u)$ is equivalent to minimizing $P_{D}(u)=P_{d}(u) / \Delta x(\Delta x$ is constant), we proceed to minimize $P_{D}(u)$. We can approximate the derivative $u_{i}^{\prime}$ by $\left(u_{i}-u_{i-1}\right) / \Delta x$. Figure 7.31 shows the network that computes the discrete approximation $P_{D}(u)$.

We can now compute the gradient of $P_{D}$ with respect to each $u_{i}$ by performing backpropagation on this network. Note that there are three possible paths from $P_{D}$ to $u_{i}$, so the partial derivative of $P_{D}$ with respect to $u_{i}$ is

$$
\frac{\partial P_{D}}{\partial u_{i}}=\underbrace{\frac{\partial F}{\partial u}\left(u_{i}, u_{i}^{\prime}\right)}_{\text {path } 1}+\underbrace{\frac{1}{\Delta x} \frac{\partial F}{\partial u^{\prime}}\left(u_{i}, u_{i}^{\prime}\right)}_{\text {path } 2}-\underbrace{\frac{1}{\Delta x} \frac{\partial F}{\partial u^{\prime}}\left(u_{i+1}, u_{i+1}^{\prime}\right)}_{\text {path } 3}
$$

which can be rearranged to

$$
\frac{\partial P_{d}}{\partial u_{i}}=\frac{\partial F}{\partial u}\left(u_{i}, u_{i}^{\prime}\right)-\frac{1}{\Delta x}\left(\frac{\partial F}{\partial u^{\prime}}\left(u_{i+1}, u_{i+1}^{\prime}\right)-\frac{\partial F}{\partial u^{\prime}}\left(u_{i}, u_{i}^{\prime}\right)\right) .
$$

At the minimum all these terms should vanish and we get the expression

$$
\frac{\partial F}{\partial u}\left(u_{i}, u_{i}^{\prime}\right)-\frac{1}{\Delta x}\left(\frac{\partial F}{\partial u^{\prime}}\left(u_{i+1}, u_{i+1}^{\prime}\right)-\frac{\partial F}{\partial u^{\prime}}\left(u_{i}, u_{i}^{\prime}\right)\right)=0
$$



Fig. 7.31. A network for variational calculus
which is the discrete version of the celebrated Euler equation

$$
\frac{\partial F}{\partial u}-\frac{d}{d x}\left(\frac{\partial F}{\partial u^{\prime}}\right)=0
$$

In fact this can be considered a simple derivation of Euler's result in a discrete setting.

By selecting another function $F$ many variational problems can be solved numerically. The curve of minimal length between two points can be found by using the function

$$
F\left(u, u^{\prime}\right)=\sqrt{1+u^{\prime 2}}=\frac{\sqrt{d x^{2}+d u^{2}}}{d x}
$$

which when integrated with respect to $x$ corresponds to the path length between the boundary conditions. In 1962 Dreyfus solved the constrained brachystochrone problem, one of the most famous problems of variational calculus, using a numerical approach similar to the one discussed here [115].

### 7.5 Historical and bibliographical remarks

The field of neural networks started with the investigations of researchers of the caliber of McCulloch, Wiener, and von Neumann. The perceptron era was its Sturm und Drang period, the epoch in which many new ideas were tested and novel problems were being solved using perceptrons. However, at the end of the 1960s it became evident that more complex multilayered architectures demanded a new learning paradigm. In the absence of such an algorithm,
a new era of cautious incremental improvements and silent experimentation began.

The algorithm that the neural network community needed had already been developed by researchers working in the field of optimal control. These researchers were dealing with variational problems with boundary conditions in which a function capable of optimizing a cost function subject to some constraints must be determined. As in the field of neural networks, a function $f$ must be found and a set of input-output values is predefined for some points. Around 1960 Kelley and Bryson developed numerical methods to solve this variational problem which relied on a recursive calculation of the gradient of a cost function according to its unknown parameters [241, 76]. In 1962 Dreyfus, also known for his criticism of symbolic AI, showed how to express the variational problems as a kind of multistage system and gave a simple derivation of what we now call the backpropagation algorithm $[115,116]$. He was the first to use an approach based on the chain rule, in fact one very similar to that used later by the PDP group. Bryson and Ho later summarized this technique in their classical book on optimal control [76]. However, Bryson gives credit for the idea of using numerical methods to solve variational problems to Courant, who in 1943 proposed using gradient descent along the Euler expression (the partial derivative of the cost function) to find numerical approximations to variational problems [93].

The algorithm was redeveloped by some other researchers working in the field of statistics or pattern recognition. We can look as far back as Gauss to find mathematicians already doing function-fitting with numerical methods. Gauss developed the method of least squares and considered the fitting of nonlinear functions of unknown parameters. In the Gauss-Newton method the function $F$ of parameters $w_{1}, \ldots, w_{n}$ is approximated by its Taylor expansion at an initial point using only the first-order partial derivatives. Then a least-squares problem is solved and a new set of parameters is found. This is done iteratively until the function $F$ approximates the empirical data with the desired accuracy [180]. Another possibility, however, is the use of the partial derivatives of $F$ with respect to the parameters to do a search in the gradient direction. This approach was already being used by statisticians in the 1960s [292]. In 1974 Werbos considered the case of general function composition and proposed the backpropagation algorithm [442, 443] as a kind of nonlinear regression. The points given as the training set are considered not as boundary conditions, which cannot be violated, but as experimental points which have to be approximated by a suitable function. The special case of recursive backpropagation for Hidden Markov Models was solved by Baum, also considering the restrictions on the range of probability values [47], which he solved by doing a projective transformation after each update of the set of probabilities. His "forward-backward" algorithm for HMMs can be considered one of the precursors of the backpropagation algorithm.

Finally, the AI community also came to rediscovering backpropagation on its own. Rumelhart and his coauthors [383] used it to optimize multilayered
neural networks in the 1980s. Le Cun is also mentioned frequently as one of the authors who reinvented backpropagation [269]. The main difference however to the approach of both the control or statistics community was in conceiving the networks of functions as interconnected computing units. We said before that backpropagation reduces to the recursive computation of the chain rule. But there is also a difference: the network of computing units serves as the underlying data structure to store values of previous computations, avoiding redundant work by the simple expedient of running the network backwards and labeling the nodes with the backpropagated error. In this sense the backpropagation algorithm, as rediscovered by the AI community, added something new, namely the concept of functions as dynamical objects being evaluated by a network of computing elements and backpropagation as an inversion of the network dynamics.

## Exercises

1. Implement the backpropagation algorithm and train a network that computes the parity of 5 input bits.
2. The symmetric sigmoid is defined as $t(x)=2 s(x)-1$, where $s(\cdot)$ is the usual sigmoid function. Find the new expressions for the weight corrections in a layered network in which the nodes use $t$ as a primitive function.
3. Find the analytic expressions for the partial derivative of the error function according to each one of the input values to the network. What could be done with this kind of information?
4. Find a discrete approximation to the curve of minimal length between two points in $\mathbb{R}^{3}$ using a backpropagation network.


## Fast Learning Algorithms

### 8.1 Introduction - classical backpropagation

Artificial neural networks attracted renewed interest over the last decade, mainly because new learning methods capable of dealing with large scale learning problems were developed. After the pioneering work of Rosenblatt and others, no efficient learning algorithm for multilayer or arbitrary feedforward neural networks was known. This led some to the premature conclusion that the whole field had reached a dead-end. The rediscovery of the backpropagation algorithm in the 1980s, together with the development of alternative network topologies, led to the intense outburst of activity which put neural computing back into the mainstream of computer science.

Much has changed since the original proposals of the PDP group. There is now no lack of alternative fast learning algorithms for neural networks. Each new conference and each new journal issue features some kind of novel learning method offering better and faster convergence than the tried and trusted standard backpropagation method. The reason for this combinatorial explosion of new algorithms is twofold: on the one hand, backpropagation itself is a rather slow learning algorithm, which through malicious selection of parameters can be made even slower. By using any of the well-known techniques of nonlinear optimization, it is possible to accelerate the training method with practically no effort. Since authors usually compare their new algorithms with standard backpropagation, they always report a substantial improvement [351]. On the other hand, since the learning problem for artificial neural networks is $N P$ complete (see Chap. 10) in the worst case, the computational effort involved in computing the network parameters grows exponentially with the number of unknowns. This leaves room for alternative proposals which could deal with some learning tasks in a more efficient manner. However, it is always possible to fool the best learning method with a suitable learning task and it is always possible to make it perform incomparably better than all its competitors. It is a rather surprising fact that standard on-line backpropagation performs better than many fast learning algorithms as soon as the learning task achieves a
realistic level of complexity and when the size of the training set goes beyond a critical threshold [391].

In this chapter we try to introduce some order into the burgeoning field of fast learning algorithms for neural networks. We show the essential characteristics of the proposed methods, the fundamental alternatives open to anyone wishing to improve traditional backpropagation and the similarities and differences between the different techniques. Our analysis will be restricted to those algorithms which deal with a fixed network topology. One of the lessons learned over the past years is that significant improvements in the approximation capabilities of neural networks will only be obtained through the use of modularized networks. In the future, more complex learning algorithms will deal not only with the problem of determining the network parameters, but also with the problem of adapting the network topology. Algorithms of this type already in existence fall beyond the scope of this chapter.

### 8.1.1 Backpropagation with momentum

Before reviewing some of the variations and improvements which have been proposed to accelerate the learning process in neural networks, we briefly discuss the problems involved in trying to minimize the error function using gradient descent. Therefore, we first describe a simple modification of backpropagation called backpropagation with momentum, and then look at the form of the iteration path in weight space.


Fig. 8.1. Backpropagation without (a) or with (b) momentum term

When the minimum of the error function for a given learning task lies in a narrow "valley", following the gradient direction can lead to wide oscillations of the search process. Figure 8.1 shows an example for a network with just two weights $w_{1}$ and $w_{2}$. The best strategy in this case is to orient the search towards the center of the valley, but the form of the error function is such that the gradient does not point in this direction. A simple solution is to
introduce a momentum term. The gradient of the error function is computed for each new combination of weights, but instead of just following the negative gradient direction a weighted average of the current gradient and the previous correction direction is computed at each step. Theoretically, this approach should provide the search process with a kind of inertia and could help to avoid excessive oscillations in narrow valleys of the error function.

As explained in the previous chapter, in standard backpropagation the input-output patterns are fed into the network and the error function $E$ is determined at the output. When using backpropagation with momentum in a network with $n$ different weights $w_{1}, w_{2}, \ldots, w_{n}$, the $i$-th correction for weight $w_{k}$ is given by

$$
\Delta w_{k}(i)=-\gamma \frac{\partial E}{\partial w_{k}}+\alpha \Delta w_{k}(i-1)
$$

where $\gamma$ and $\alpha$ are the learning and momentum rate respectively. Normally, we are interested in accelerating convergence to a minimum of the error function, and this can be done by increasing the learning rate up to an optimal value. Several fast learning algorithms for neural networks work by trying to find the best value of $\gamma$ which still guarantees convergence. Introduction of the momentum rate allows the attenuation of oscillations in the iteration process.

The adjustment of both learning parameters to obtain the best possible convergence is normally done by trial and error or even by some kind of random search [389]. Since the optimal parameters are highly dependent on the learning task, no general strategy has been developed to deal with this problem. Therefore, in the following we show the trade-offs involved in choosing a specific learning and momentum rate, and the kind of oscillating behavior which can be observed with the backpropagation feedback rule and large momentum rates. We show that they are necessary when the optimal size of the learning step is unknown and the form of the error function is highly degenerate.

## The linear associator

Let us first consider the case of a linear associator, that is, a single computing element with associated weights $w_{1}, w_{2}, \ldots, w_{n}$ and which for the input $x_{1}, x_{2}, \ldots, x_{n}$ produces $w_{1} x_{1}+\cdots+w_{n} x_{n}$ as output, as shown in Figure 8.2.


Fig. 8.2. Linear associator

The input-output patterns in the training set are the $p$ ordered pairs $\left(\mathbf{x}_{1}, y_{1}\right), \ldots,\left(\mathbf{x}_{p}, y_{p}\right)$, whereby the input patterns are row vectors of dimension $n$ and the output patterns are scalars. The weights of the linear associator can be ordered in an $n$-dimensional column vector $\mathbf{w}$ and the learning task consists of finding the $\mathbf{w}$ that minimizes the quadratic error

$$
E=\sum_{i=1}^{n}\left\|\mathbf{x}_{i} \cdot \mathbf{w}-y_{i}\right\|^{2}
$$

By defining a $p \times m$ matrix $\mathbf{X}$ whose rows are the vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{p}$ and a column vector $\mathbf{y}$ whose elements are the scalars $y_{1}, \ldots, y_{p}$, the learning task reduces to the minimization of

$$
\begin{aligned}
E & =\|\mathbf{X} \mathbf{w}-\mathbf{y}\|^{2} \\
& =(\mathbf{X} \mathbf{w}-\mathbf{y})^{\mathrm{T}}(\mathbf{X} \mathbf{w}-\mathbf{y}) \\
& =\mathbf{w}^{\mathrm{T}}\left(\mathbf{X}^{\mathrm{T}} \mathbf{X}\right) \mathbf{w}-2 \mathbf{y}^{\mathrm{T}} \mathbf{X} \mathbf{w}+\mathbf{y}^{\mathrm{T}} \mathbf{y} .
\end{aligned}
$$

Since this is a quadratic function, the minimum can be found using gradient descent.

The quadratic function $E$ can be thought of as a paraboloid in $m$ dimensional space. The lengths of its principal axes are determined by the magnitude of the eigenvalues of the correlation matrix $\mathbf{X}^{\mathrm{T}} \mathbf{X}$. Gradient descent is most effective when the principal axes of the quadratic form are all of the same length. In this case the gradient vector points directly towards the minimum of the error function. When the axes of the paraboloid are of very different sizes, the gradient direction can lead to oscillations in the iteration process as shown in Figure 8.1.

Let us consider the simple case of the quadratic function $a x^{2}+b y^{2}$. Gradient descent with momentum yields the iteration rule

$$
\Delta x(i)=-2 \gamma a x+\alpha \Delta x(i-1)
$$

in the $x$ direction and

$$
\Delta y(i)=-2 \gamma b x+\alpha \Delta y(i-1)
$$

in the $y$ direction. An optimal parameter combination in the $x$ direction is $\gamma=1 / 2 a$ and $\alpha=0$. In the $y$ direction the optimal combination is $\gamma=1 / 2 b$ and $\alpha=0$. Since iteration proceeds with a single $\gamma$ value, we have to find a compromise between these two options. Intuitively, if the momentum term is zero, an intermediate $\gamma$ should do best. Figure 8.3 shows the number of iterations needed to find the minimum of the error function to a given precision as a function of $\gamma$, when $a=0.9$ and $b=0.5$. The optimal value for $\gamma$ is the one found at the intersection of the two curves and is $\gamma=0.7$. The global optimal $\gamma$ is larger than the optimal $\gamma$ in the $x$ direction and smaller than the optimal $\gamma$ in the $y$ direction. This means that there will be some oscillations


Fig. 8.3. Optimal $\gamma$ in the two-dimensional case
in the $y$ direction and slow convergence in the $x$ direction, but this is the best possible compromise. It is obvious that in the $n$-dimensional case we could have oscillations in some of the principal directions and slow convergence in others. A simple strategy used by some fast learning algorithms to avoid these problems consists of using a different learning rate for each weight, that is, a different $\gamma$ for each direction in weight space [217].

## Minimizing oscillations

Since the lengths of the principal axes of the error function are given by the eigenvalues of the correlation matrix $\mathbf{X}^{\mathrm{T}} \mathbf{X}$, and since one of these eigenvalues could be much larger than the others, the range of possible values for $\gamma$ reduces accordingly. Nevertheless, a very small $\gamma$ and the oscillations it produces can be neutralized by increasing the momentum rate. We proceed to a detailed discussion of the one-dimensional case, which provides us with the necessary insight for the more complex multidimensional case.

In the one-dimensional case, that is, when minimizing functions of type $k x^{2}$, the optimal learning rate is given by $\gamma=1 / 2 k$. The rate $\gamma=1 / k$ produces an oscillation between the initial point $x_{0}$ and $-x_{0}$. Any $\gamma$ greater than $2 / k$ leads to an "explosion" of the iteration process. Figure 8.4 shows the main regions for parameter combinations of $\gamma$ and the momentum rate $\alpha$. These regions were determined by iterating in the one-dimensional case and integrating the length of the iteration path. Parameter combinations in the divergence region lead to divergence of the iteration process. Parameter combinations in the boundary between regions lead to stable oscillations.


Fig. 8.4. Convergence zone for combinations of $\gamma$ and $\alpha$

Figure 8.4 shows some interesting facts. Any value of $\gamma$ greater than four times the constant $1 / 2 k$ cannot be balanced with any value of $\alpha$. Values of $\alpha$ greater than 1 are prohibited since they lead to a geometric explosion of the iteration process. Any value of $\gamma$ between the explosion threshold $1 / k$ and $2 / k$ can lead to convergence if a large enough $\alpha$ is selected. For any given $\gamma$ between $1 / k$ and $2 / k$ there are two points at which the iteration process falls in a stable oscillation, namely at the boundaries between regions. For values of $\gamma$ under the optimal value $1 / 2 k$, the convergence speed is optimal for a unique $\alpha$. The optimal combinations of $\alpha$ and $\gamma$ are the ones represented by the jagged line in the diagram.

The more interesting message we get from Figure 8.4 is the following: in the case where in some direction in weight space the principal axis of the error function is very small compared to another axis, we should try to achieve a compromise by adjusting the momentum rate in such a way that the directions in which the algorithm oscillates become less oscillating and the directions with slow convergence improve their convergence speed. Obviously when dealing with $n$ axes in weight space, this compromise could be dominated by a single direction.

## Critical parameter combinations

Backpropagation is used in those cases in which we do not have an analytic expression of the error function to be optimized. A learning rate $\gamma$ has to be chosen without any previous knowledge of the correlation matrix of the input. In on-line learning the training patterns are not always defined in advance, and are generated one by one. A conservative approach is to minimize the risk by choosing a very small learning rate. In this case backpropagation can be trapped in a local minimum of a nonlinear error function. The learning rate should then be increased.


Fig. 8.5. Paths in weight space for backpropagation learning (linear associators). The minimum of the error function is located at the origin.

In the case of a correlation matrix $\mathbf{X}^{\mathrm{T}} \mathbf{X}$ with some very large eigenvalues, a given choice of $\gamma$ could lead to divergence in the associated direction in weight space (assuming for simplicity that the principal directions of the quadratic form are aligned with the coordinate axis). Let us assume that the selected $\gamma$ is near to the explosion point $2 / k$ found in the one-dimensional case and shown in Figure 8.4. In this case only values of the momentum rate near to one can guarantee convergence, but oscillations in some of the directions in weight space can become synchronized. The result is oscillating paths in weight space, reminiscent of Lissajou's figures. Figure 8.5 shows some paths in a two-dimensional weight space for several linear associators trained with
momentum rates close to one and different $\gamma$ values. In some cases the trajectories lead to convergence after several thousand iterations. In others a momentum rate equal to one precludes convergence of the iteration process.

Adjustment of the learning and momentum rate in the nonlinear case is even more difficult than in the linear case, because there is no fast explosion of the iteration process. In the quadratic case, whenever the learning rate is excessively large, the iteration process leads rapidly to an overflow which alerts the programmer to the fact that the step size should be reduced. In the nonlinear case the output of the network and the error function are bounded and no overflow occurs. In regions far from local minima the gradient of the error function becomes almost zero as do the weight adjustments. The divergence regions of the quadratic case can now become oscillatory regions. In this case, even as step sizes increase, the iteration returns to the convex part of the error function.


Fig. 8.6. Bounded nonlinear error function and the result of several iterations

Figure 8.6 shows the possible shape of the error function for a linear associator with sigmoidal output and the associated oscillation process for this kind of error function in the one-dimensional case. The jagged form of the iteration curve is reminiscent of the kind of learning curves shown in many papers about learning in nonlinear neural networks. Although in the quadratic case only large momentum rates lead to oscillations, in the nonlinear case an excessively large $\gamma$ can also produce oscillations even when no momentum rate is present.

Researchers in the field of neural networks should be concerned not only with the possibility of getting stuck in local minima of the error function when learning rates are too small, but also with the possibility of falling into the oscillatory traps of backpropagation when the learning rate is too big. Learning algorithms should try to balance the speedup they are attempting to obtain with the risk of divergence involved in doing so. Two different kinds of remedy are available: a) adaptive learning rates and b) statistical preprocessing of the learning set which is done to decorrelate the input patterns, thus avoiding the negative effect of excessively large eigenvalues of the correlation matrix.

### 8.1.2 The fractal geometry of backpropagation

It is empirically known that standard backpropagation is very sensitive to the initial learning rate chosen for a given learning task. In this section we examine the shape of the iteration path for the training of a linear associator using on-line backpropagation. We show that the path is a fractal in weight space. The specific form depends on the learning rate chosen, but there is a threshold value for which the attractor of the iteration path is dense in a region of weight space around a local minimum of the error function. This result also yields a deeper insight into the mechanics of the iteration process in the nonlinear case.

## The Gauss-Jacobi and Gauss-Seidel methods and backpropagation

Backpropagation can be performed in batch or on-line mode, that is, by updating the network weights once after each presentation of the complete training set or immediately after each pattern presentation. In general, on-line backpropagation does not converge to a single point in weight space, but oscillates around the minimum of the error function. The expected value of the deviation from the minimum depends on the size of the learning step being used. In this section we show that although the iteration process can fail to converge for some choices of learning rate, the iteration path for on-line learning is not just random noise, but possesses some structure and is indeed a fractal. This is rather surprising, because if the training patterns are selected randomly, one would expect a random iteration path. As we will see in what follows, it is easy to show that on-line backpropagation, in the case of linear associators, defines an Iterated Function System of the same type as the ones popularized by Barnsley [42]. This is sufficient proof that the iteration path has a fractal structure. To illustrate this fact we provide some computer-generated graphics.

First of all we need a visualization of the way off-line and on-line backpropagation approach the minimum of the error function. To simplify the discussion consider a linear associator with just two input lines (and thus two weights $w_{1}$ and $w_{2}$ ). Assume that three input-output patterns are given so that the equations to be satisfied are:

$$
\begin{align*}
x_{1}^{1} w_{1}+x_{2}^{1} w_{2} & =y_{1}  \tag{8.1}\\
x_{1}^{2} w_{1}+x_{2}^{2} w_{2} & =y_{2}  \tag{8.2}\\
x_{1}^{3} w_{1}+x_{2}^{3} w_{2} & =y_{3} \tag{8.3}
\end{align*}
$$

These three equations define three lines in weight space and we look for the combination of $w_{1}$ and $w_{2}$ which satisfies all three simultaneously. If the three lines intersect at the same point, we can compute the solution using Gauss elimination. If the three lines do not intersect, no exact solution exists but we can ask for the combination of $w_{1}$ and $w_{2}$ which minimizes the quadratic
error. This is the point inside the triangle shown in Figure 8.7, which has the minimal cumulative quadratic distance to the three sides of the triangle.


Fig. 8.7. Three linear constraints in weight space

Now for the interesting part: the point of intersection of linear equations can be found by linear algebraic methods such as the Gauss-Jacobi or the Gauss-Seidel method. Figure 8.8 shows how they work. If we are looking for the intersection of two lines, the Gauss-Jacobi method starts at some point in search space and projects this point in the directions of the axes on to the two lines considered in the example. The $x$-coordinate of the horizontal projection and the $y$-coordinate of the vertical projection define the next iteration point. It is not difficult to see that in the example this method converges to the point of intersection of the two lines. The Gauss-Seidel method deals with each linear equation individually. It first projects in the $x$ direction, then in the $y$ direction. Each projection is the new iteration point. This algorithm usually converges faster than the Gauss-Jacobi method [444].


Fig. 8.8. The Gauss-Jacobi and Gauss-Seidel methods

Off-line and on-line backpropagation are in a certain sense equivalent to the Gauss-Jacobi and Gauss-Seidel methods. When on-line backpropagation
is used, the negative gradient of the error function is followed and this corresponds to following a line perpendicular to each one of the equations (8.1) to (8.3). In the case of the first input-output pattern, the error function is

$$
\frac{1}{2}\left(x_{1}^{1} w_{1}+x_{2}^{1} w_{2}-y_{1}\right)^{2}
$$

and the gradient (with respect to $w_{1}$ and $w_{2}$ ) is the vector

$$
\left(x_{1}, x_{2}\right)
$$

which is normal to the line defined by equation (8.1). By randomly alternating the selection of each pattern, on-line backpropagation iterates, always moving in the direction normal to the linear constraints. Figure 8.9 shows that this method can be used to find the solution to linear equations. If the directions of the axis and the linear constraints coincide, on-line backpropagation is the Gauss-Seidel method with a learning constant.

on-line backpropagation


Fig. 8.9. Off-line and on-line backpropagation

Off-line backpropagation iterates by adding the corrections for each pattern. This means that the corrections in the direction normal to each linear constraint are calculated and the new iteration point is obtained by combining them. Figure 8.9 shows that this method is very similar to the Gauss-Jacobi method of linear algebra if we are looking for the solution to linear equations. Note that in both cases the size of the learning constant determines whether the iteration stops short of reaching the linear constraint or goes beyond it. This also depends on the curvature of the error function for each linear constraint (not shown in Figure 8.9).

In the nonlinear case, when a sigmoid is added as the activation function to the computing unit, the same kind of iteration process is used, but the sigmoid weights each one of the correction directions. On-line backpropagation always moves in the direction normal to the constraints, but the length of the search step is multiplied by the derivative of the sigmoid. Figure 8.10 shows the path of some iterations in the case of three input-output patterns and two weights.


Fig. 8.10. On-line backpropagation iterations for sigmoidal units

## Iterated Function Systems

Barnsley has shown that a set of affine transformations in a metric space can produce fractal structures when applied repetitively to a compact subset of points and its subsequent images. More specifically: an Iterated Function System (IFS) consists of a space of points $X$, a metric $d$ defined in this space, and a set of affine contraction mappings $h_{i}: X \rightarrow X, i=1, \ldots, N$. Given a nonvoid compact subset $A_{0}$ of points of $X$, new image subsets are computed successively according to the recursive formula

$$
A_{n+1}=\bigcup_{j=1}^{N} h_{j}\left(A_{n}\right), \text { for } n=1,2, \ldots
$$

A theorem guarantees that the sequence $\left\{A_{n}\right\}$ converges to a fixed point, which is called the attractor of the IFS. Moreover, the Collage Theorem guarantees that given any nonvoid compact subset of $X$ we can always find an IFS whose associated attractor can arbitrarily approximate the given subset under a suitable metric.

For the case of an $n$-dimensional space $X$, an affine transformation applied to a point $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined by a matrix $\mathbf{M}$ and a vector $\mathbf{t}$. The transformation is given by

$$
\mathbf{x} \rightarrow \mathbf{M x}+\mathbf{t}
$$

and is contractive if the determinant of $\mathbf{M}$ is smaller than one.
It is easy to show that the attractor of the IFS can be approximated by taking any point $a_{o}$ which belongs to the attractor and computing the sequence $a_{n}$, whereby

$$
a_{n+1}=h_{k}\left(a_{n}\right),
$$

and the affine transformation $h_{k}$ is selected randomly from the IFS. The infinite sequence $\left\{a_{n}\right\}$ is a dense subset of the attractor. This means that we can produce a good graphical approximation of the attractor of the IFS with this simple randomized method. Since it is easy to approximate a point belonging to the attractor (by starting from the origin and iterating with the IFS a fixed number of times), this provides us with the necessary initial point.

We now proceed to show that on-line backpropagation, in the case of a linear associator, defines a set of affine transformations which are applied in the course of the learning process either randomly or in a fixed sequence. The iteration path of the initial point is thus a fractal.

## On-line Backpropagation and IFS

Consider a linear associator and the $p n$-dimensional patterns $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{\mathrm{p}}$. The symbol $x_{i}^{j}$ denotes the $i$-th coordinate of the $j$-th pattern. The targets for training are the $p$ real values $y^{1}, y^{2}, \ldots, y^{p}$. We denote by $w_{1}, w_{2}, \ldots, w_{n}$ the weights of the linear associator. In on-line backpropagation the error function is determined for each individual pattern. For pattern $j$ the error is

$$
E_{j}=\frac{1}{2}\left(w_{1} x_{1}^{j}+w_{2} x_{2}^{j}+\cdots+w_{n} x_{n}^{j}-y^{j}\right)^{2}
$$

The correction for each weight $w_{i}, i=1, \ldots, n$, is given by

$$
w_{i} \rightarrow w_{i}-\gamma x_{i}^{j}\left(w_{1} x_{1}^{j}+w_{2} x_{2}^{j}+\cdots+w_{n} x_{n}^{j}-y^{j}\right)
$$

where $\gamma$ is the learning constant being used. This can be also written as

$$
\begin{equation*}
w_{i} \rightarrow w_{i}-\gamma\left(w_{1} x_{i}^{j} x_{1}^{j}+w_{2} x_{i}^{j} x_{2}^{j}+\cdots+w_{n} x_{i}^{j} x_{n}^{j}\right)-\gamma x_{i}^{j} y^{j} \tag{8.4}
\end{equation*}
$$

Let $M_{j}$ be the matrix with elements $m_{i k}=x_{i}^{j} x_{k}^{j}$ for $i, k=1, \ldots, n$. Equation (8.4) can be rewritten in matrix form (considering all values of $i$ ) as

$$
\mathbf{w} \rightarrow \mathbf{I} \mathbf{w}-\gamma \mathbf{M}_{j} \mathbf{w}-\mathbf{t}_{j}
$$

where $\mathbf{t}_{j}$ is the column vector with components $x_{i}^{j} y^{j}$ for $i=1, \ldots, n$ and $\mathbf{I}$ is the identity matrix. We can rewrite the above expression as

$$
\mathbf{w} \rightarrow\left(\mathbf{I}-\gamma \mathbf{M}_{j}\right) \mathbf{w}-\mathbf{t}_{j} .
$$

This is an affine transformation, which maps the current point in weight space into a new one. Note that each pattern in the training set defines a different affine transformation of the current point $\left(w_{1}, w_{2}, \ldots, w_{n}\right)$.

In on-line backpropagation with a random selection of input patterns, the initial point in weight space is successively transformed in just the way prescribed by a randomized IFS algorithm. This means that the sequence of updated weights approximates the attractor of the IFS defined by the input patterns, i.e., the iteration path in weight space is a fractal.

This result can be visualized in the following manner: given a point $\left(w_{1}^{\prime}, w_{2}^{\prime}, \ldots, w_{n}^{\prime}\right)$ in weight space, the square of the distance $\ell$ to the hyperplane defined by the equation

$$
w_{1} x_{1}^{j}+w_{2} x_{2}^{j}+\cdots+w_{n} x_{n}^{j}=y^{j}
$$

Fig. 8.11. Iteration paths in weight space for different learning rates
is given by

$$
\ell^{2}=\frac{\left(w_{1}^{\prime} x_{1}^{j}+w_{2}^{\prime} x_{2}^{j}+\cdots+w_{n}^{\prime} x_{n}^{j}-y^{j}\right)^{2}}{\left(x_{1}^{j}\right)^{2}+\cdots+\left(x_{n}^{j}\right)^{2}}
$$

Comparing this expression with the updating step performed by on-line backpropagation, we see that each backpropagation step amounts to displacing the current point in weight space in the direction normal to the hyperplane defined by the input and target patterns. A learning rate $\gamma$ with value

$$
\begin{equation*}
\gamma=\frac{1}{\left(x_{1}^{j}\right)^{2}+\cdots+\left(x_{n}^{j}\right)^{2}} \tag{8.5}
\end{equation*}
$$

produces exact learning of the $j$-th pattern, that is, the point in weight space is brought up to the hyperplane defined by the pattern. Any value of $\gamma$ below this threshold displaces the iteration path just a fraction of the distance to the hyperplane. The iteration path thus remains trapped in a certain region of weight space near to the optimum.

Figure 8.11 shows a simple example in which three input-output patterns define three lines in a two-dimensional plane. Backpropagation for a linear associator will find the point in the middle as the solution with the minimal error for this task. Some combinations of learning rate, however, keep the iteration path a significant distance away from this point. The fractal structure of the iteration path is visible in the first three graphics. With $\gamma=0.25$ the fractal structure is obliterated by a dense approximation to the whole triangular region. For values of $\gamma$ under 0.25 the iteration path repeatedly comes arbitrarily near to the local minimum of the error function.

It is clear that on-line backpropagation with random selection of the input patterns yields iteration dynamics equivalent to those of IFS. When the learning constant is such that the affine transformations overlap, the iteration path densely covers a certain region of weight space around the local minimum of the error function. Practitioners know that they have to systematically reduce the size of the learning step, because otherwise the error function begins oscillating. In the case of linear associators and on-line backpropagation this means that the iteration path has gone fractal. Chaotic behavior of recurrent neural networks has been observed before [281], but in our case we are dealing with very simple feed-forward networks which fall into a similar dynamic.

In the case of sigmoid units at the output, the error correction step is no longer equivalent to an affine transformation, but the updating step is very similar. It can be shown that the error function for sigmoid units can approximate a quadratic function for suitable parameter combinations. In this case the iteration dynamics will not differ appreciably from those discussed in this chapter. Nonlinear updating steps should also produce fractal iteration paths of a more complex nature.

### 8.2 Some simple improvements to backpropagation

Since learning in neural networks is an $N P$-complete problem and since traditional gradient descent methods are rather slow, many alternatives have been tried in order to accelerate convergence. Some of the proposed methods are mutually compatible and a combination of them normally works better than each method alone [340]. But apart from the learning algorithm, the basic point to consider before training a neural network is where to start the iterative learning process. This has led to an analysis of the best possible weight initialization strategies and their effect on the convergence speed of learning [328].

### 8.2.1 Initial weight selection

A well-known initialization heuristic for a feed-forward network with sigmoidal units is to select its weights with uniform probability from an interval $[-\alpha, \alpha]$. The zero mean of the weights leads to an expected zero value of the total input to each node in the network. Since the derivative of the sigmoid at each node reaches its maximum value of $1 / 4$ with exactly this input, this should lead in principle to a larger backpropagated error and to more significant weight updates when training starts. However, if the weights in the networks are very small (or all zero) the backpropagated error from the output to the hidden layer is also very small (or zero) and practically no weight adjustment takes place between input and hidden layer. Very small values of $\alpha$ paralyze learning, whereas very large values can lead to saturation of the nodes in the network and to flat zones of the error function in which, again, learning is very
slow. Learning then stops at a suboptimal local minimum [277]. Therefore it is natural to ask what is the best range of values for $\alpha$ in terms of the learning speed of the network.

Some authors have conducted empirical comparisons of the values for $\alpha$ and have found a range in which convergence is best [445]. The main problem with these results is that they were obtained from a limited set of examples and the relation between learning step and weight initialization was not considered. Others have studied the percentage of nodes in a network which become paralyzed during training and have sought to minimize it with the "best" $\alpha$ [113]. Their empirical results show, nevertheless, that there is not a single $\alpha$ which works best, but a very broad range of values with basically the same convergence efficiency.

## Maximizing the derivatives at the nodes

Let us first consider the case of an output node. If $n$ different edges with associated weights $w_{1}, w_{2}, \ldots, w_{n}$ point to this node, then after selecting weights with uniform probability from the interval $[-\alpha, \alpha]$, the expected total input to the node is

$$
\left\langle\sum_{i=1}^{n} w_{i} x_{i}\right\rangle=0
$$

where $x_{1}, x_{2}, \ldots, x_{n}$ are the input values transported through each edge. We have assumed that these inputs and the initial weights are not correlated. By the law of large numbers we can also assume that the total input to the node has a Gaussian distribution Numerical integration shows that the expected value of the derivative is a decreasing function of the standard deviation $\sigma$. The expected value falls slowly with an increase of the variance. For $\sigma=0$ the expected value is 0.25 and for $\sigma=4$ it is still 0.12 , that is, almost half as big.

The variance of the total input to a node is

$$
\sigma^{2}=E\left(\left(\sum_{i=1}^{n} w_{i} x_{i}\right)^{2}\right)-E\left(\left(\sum_{i=1}^{n} w_{i} x_{i}\right)\right)^{2}=\sum_{i=1}^{n} E\left(w_{i}^{2}\right) E\left(x_{i}^{2}\right),
$$

since inputs and weights are uncorrelated. For binary vectors we have $E\left(x_{i}^{2}\right)=$ $1 / 3$ and the above equation simplifies to

$$
\sigma=\frac{1}{3} \sqrt{n} \alpha
$$

If $n=100$, selecting weights randomly from the interval $[-1.2,1.2]$ leads to a variance of 4 at the input of a node with 100 connections and to an expected value of the derivative equal to 0.12 .

Therefore in small networks, in which the maximum input to each node comes from fewer than 100 edges, the expected value of the derivative is not very sensitive to the width $\alpha$ of the random interval, when $\alpha$ is small enough.

## Maximizing the backpropagated error

In order to make corrections to the weights in the first block of weights (those between input and hidden layer) easier, the backpropagated error should be as large as possible. Very small weights between hidden and output nodes lead to a very small backpropagated error, and this in turn to insufficient corrections to the weights. In a network with $m$ nodes in the hidden layer and $k$ nodes in the output layer, each hidden node $h$ receives a backpropagated input $\delta_{h}$ from the $k$ output nodes, equal to

$$
\delta_{h}=\sum_{i=1}^{k} w_{h i} s_{i}^{\prime} \delta_{i}^{0}
$$

where the weights $w_{h i}, i=1, \ldots, k$, are the ones associated with the edges from hidden node $h$ to output node $i, s_{i}^{\prime}$ is the sigmoid's derivative at the output node $i$, and $\delta_{i}^{0}$ is the difference between output and target also at this node.


Fig. 8.12. Expected values of the backpropagated error and the sigmoid's derivative

After initialization of the network's weights the expected value of $\delta_{h}$ is zero. In the first phase of learning we are interested in breaking the symmetry of the hidden nodes. They should specialize in the recognition of different features of the input. By making the variance of the backpropagated error larger, each hidden node gets a greater chance of pulling apart from its neighbors. The above equation shows that by making the initialization interval $[-\alpha, \alpha]$ wider, two contradictory forces come into play. On the one hand, the variance of the weights becomes larger, but on the other hand, the expected value of the derivative $s_{k}^{\prime}$ becomes lower. We would like to make $\delta_{h}$ as large as possible, but without making $s_{i}^{\prime}$ too low, since weight corrections in the second block of weights are proportional to $s_{i}^{\prime}$. Figure 8.12 shows the expected values of the derivative at the output nodes, the expected value of the backpropagated
error for the hidden nodes as a function of $\alpha$, and the geometric mean of both values. The data in the figure was obtained from Monte Carlo trials, assuming a constant expected value of $\delta_{i}^{0}$. Forty hidden and one output unit were used.

The figure shows, again, that the expected value of the sigmoid's derivative falls slowly with an increasing $\alpha$, but the value of the backpropagated error is sensitive to small values of $\alpha$. In the case shown in the figure, any possible choice of $\alpha$ between 0.5 and 1.5 should lead to virtually the same performance. This explains the flat region of possible values for $\alpha$ found in the experiments published in [113] and [445]. Consequently, the best values for $\alpha$ depend on the exact number of input, hidden, and output units, but the learning algorithm should not be very sensitive to the exact $\alpha$ chosen from a certain range of values.

### 8.2.2 Clipped derivatives and offset term

One of the factors which leads to slow convergence of gradient descent methods is the small absolute value of the partial derivatives of the error function computed by backpropagation. The derivatives of the sigmoid stored at the computing units can easily approach values near to zero and since several of them can be multiplied in the backpropagation step, the length of the gradient can become too small. A solution to this problem is clipping the derivative of the sigmoid, so that it can never become smaller than a predefined value. We could demand, for example, that $s^{\prime}(x) \geq 0.01$. In this case the "derivatives" stored in the computing units do not correspond exactly to the actual derivative of the sigmoid (except in the regions where the derivative is not too small). However, the partial derivatives have the correct sign and the gradient direction is not significantly affected.

It is also possible to add a small constant $\varepsilon$ to the derivative and use $s^{\prime}(x)+\varepsilon$ for the backpropagation step. The net effect of an offset value for the sigmoid's derivative is to pull the iteration process out of flat regions of the error function. Once this has happened, backpropagation continues iterating with the exact gradient direction. It has been shown in many different learning experiments that this kind of heuristic, proposed by Fahlman [130], among others, can contribute significantly to accelerate several different variants of the standard backpropagation method [340]. Note that the offset term can be implemented very easily when the sigmoid is not computed at the nodes but only read from a table of function values. The table of derivatives can combine clipping of the sigmoid values with the addition of an offset term, to enhance the values used in the backpropagation step.

### 8.2.3 Reducing the number of floating-point operations

Backpropagation is an expensive algorithm because a straightforward implementation is based on floating-point operations. Since all values between 0 and 1 are used, problems of precision and stability arise which are normally
avoided by using 32 -bit or 64 -bit floating-point arithmetic. There are several possibilities to reduce the number of floating-point operations needed.

## Avoiding the computation of the squashing function

If the nonlinear function used at each unit is a sigmoid or the hyperbolic tangent, then an exponential function has to be computed and this requires a sequence of floating-point operations. However, computation of the nonlinearity can be avoided by using tables stored at each unit, in which for an interval $\left[x_{i}, x_{i+1}\right]$ in the real line the corresponding approximation to the sigmoid is stored. A piecewise linear approximation can be used as shown in Figure 8.13, so that the output of the unit is $y=a_{i}+a_{i+1}\left(x-x_{i}\right)$ when $x_{i} \leq x<x_{i+1}$ and where $a_{1}=s\left(x_{i}\right)$ and $a_{i+1}=s\left(x_{i+1}\right)$. Computation of the nonlinear function is reduced in this way to a comparison, a table lookup, and an interpolation. Another table holding some values of the sigmoid's derivative can be stored at each unit for the backpropagation step. A piecewise linear approximation can also be used in this case. This strategy is used in chips for neural computation in order to avoid using many logic gates.


Fig. 8.13. Piecewise linear approximation to the sigmoid

## Avoiding the nonlinear function at the output

In some cases the sigmoid at the output of the network can be eliminated. If the output vectors in the training set are $m$-dimensional vectors of the form $\left(t_{1}, \ldots, t_{m}\right)$ with $0<t_{i}<1$ for $i=1, \ldots, m$, then a new training set can be defined with the same input vectors and output vectors of the form $\left(s^{-1}\left(y_{1}\right), \ldots, s^{-1}\left(y_{m}\right)\right)$, where the function $s^{-1}$ is the inverse of the sigmoid. The sigmoid is eliminated from the output units and the network is trained with standard backpropagation. This strategy will save some operations but its applicability depends on the problem, since the sigmoid is equivalent to a kind of weighting of the output error. The inputs 100 or 1000 produce almost the same sigmoid output, but the two numbers are very different when compared directly. Only more knowledge about the specific application can help
to decide if the nonlinearity at the output can be eliminated (see Sect. 9.1.3 on logistic regression).

## Fixed-point arithmetic

Since integer operations can be executed in many processors faster than floating-point operations, and since the outputs of the computing units are values in the interval $(0,1)$ or $(-1,1)$, it is possible to adopt a fixed-point representation and perform all necessary operations with integers. By convention we can define the last 12 bits of a number as its fractional part and the three previous bits as its integer part. Using a sign bit it is possible to represent numbers in the interval $(-8,8)$ with a precision of $2^{-12} \approx 0.00025$. Care has to be taken to re-encode the input and output vectors, to define the tables for the sigmoid and its derivatives and to implement the correct arithmetic (which requires a shift after multiplications and tests to avoid overflow). Most of the more popular neural chips implement some form of fixed-point arithmetic (see Chap. 16).

Some experiments show that in many applications it is enough to reserve 16 bits for the weights and 8 for the coding of the outputs, without affecting the convergence of the learning algorithm [31]. Holt and Baker compared the results produced by networks with floating-point and fixed-point parameters using the Carnegie-Mellon benchmarks [197]. Their results confirmed that a combination of 16 -bit and 8 -bit coding produces good results. In four of five benchmarks the result of the comparison was "excellent" for fixed-point arithmetic and in the other case "good". Based on these results, groups developing neural computers like the CNAPS of Adaptive Solutions [175] and SPERT in Berkeley [32] decided to stick to 16 -bit and 8 -bit representations.

Reyneri and Filippi [364] did more extensive experimentation on this problem and arrived at the conclusion that the necessary word length of the representation depends on the learning constant and the kind of learning algorithm used. This was essentially confirmed by the experiments done by Pfister on a fixed-point neurocomputer [341]. Standard backpropagation can diverge in some cases when the fixed-point representation includes less than 16 bits. However, modifying the learning algorithm and adapting the learning constant reduced the necessary word length to 14 bits. With the modified algorithm 16 bits were more than enough.

### 8.2.4 Data decorrelation

We have already mentioned that if the principal axes of the quadratic approximation of the error function are too dissimilar, gradient descent can be slowed down arbitrarily. The solution lies in decorrelating the data set and there is now ample evidence that this preconditioning step is beneficial for the learning algorithm [404, 340].

One simple decorrelation strategy consists in using bipolar vectors. We showed in Chap. 6 that the solution regions defined by bipolar data for perceptrons are more symmetrically distributed than when binary vectors are used. The same holds for multilayer networks. Pfister showed that convergence of the standard backpropagation algorithm can be improved and that a speedup between 1.91 and 3.53 can be achieved when training networks for several small benchmarks (parity and clustering problems) [341]. The exception to this general result are encode-decode problems in which the data consists of sparse vectors ( $n$-dimensional vectors with a single 1 in a component). In this case binary coding helps to focus on the corrections needed for the relevant weights. But if the data consists of non-sparse vectors, bipolar coding usually works better. If the input data consists of $N$ real vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}$ it is usually helpful to center the data around the origin by subtracting the centroid $\hat{\mathbf{x}}$ of the distribution, in such a way that the new input data consists of the vectors $\mathbf{x}_{i}-\hat{\mathbf{x}}$.

## PCA and adaptive decorrelation

Centering the input and output data is just the first step in more sophisticated preconditioning methods. One of them is principal component analysis, already discussed in Chap. 5. Using PCA it is possible to reduce the number of vector components (when there is redundancy) and to order the remaining ones according to their importance.


Fig. 8.14. Data distribution before and after preconditioning

Assume that the data distribution is the one shown on the left side of Figure 8.14. Any of the points in the ellipsoid can be a future input vector to the network. Two vectors selected randomly from the distribution have a large probability of not being orthogonal (since their components are correlated). After a rotation of the axes and a scaling step the data distribution becomes the one shown to the right in Figure 8.14. Note that the transformation is one-to-one and therefore invertible. But now, any two vectors selected randomly
from the new distribution (a sphere in $n$-dimensional space) have a greater probability of being orthogonal. The transformation of the data is linear (a rotation followed by scaling) and can be applied to new data as it is provided.

Note that we do not know the exact form of the data distribution. All we have is a training set (the dots in Figure 8.14) from which we can compute the optimal transformation. Principal component analysis is performed on the available data. This gives us a new encoding for the data set and also a linear transformation for new data. The scaling factors are the reciprocal of the variances of each component (see Exercise 2). PCA preconditioning speeds up backpropagation in most cases, except when the data consists of sparse vectors.

Silva and Almeida have proposed another data decorrelation technique, called Adaptive Data Decorrelation, which they use to precondition data [404]. A linear layer is used to transform the input vectors, and another to transform the outputs of the hidden units. The linear layer consists of as many output as input units, that is, it only applies a linear transformation to the vectors. Consider an $n$-dimensional input vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Denote the output of the linear layer by $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. The objective is to make the expected value of the correlation coefficient $r_{i j}$ of the $i$-th and $j$-th output units equal to Kronecker's delta $\delta_{i j}$, i.e.,

$$
r_{i j}=<y_{i} y_{j}>=\delta_{i j} .
$$

The expected value is computed over all vectors in the data set. The algorithm proposed by Silva and Almeida is very simple: it consists in pulling the weight vector of the $i$-th unit away from the weight vector of the $j$-th unit, whenever $r_{i j}>0$ and in the direction of $w_{j}$ when $r_{i j}<0$. The precise formula is

$$
\mathbf{w}_{i}^{k+1}=\mathbf{w}_{i}^{k}-\beta \sum_{j \neq i}^{n} r_{i j} \mathbf{w}_{j}^{k},
$$

where $\mathbf{w}_{m}^{p}$ denotes the weight vector of the $m$-th unit at the $p$-th iteration and $\beta$ is a constant. Data normalization is achieved by including a positive or negative term according to whether $r_{i i}$ is smaller or greater than 1 :

$$
\mathbf{w}_{i}^{k+1}=(1+\beta) \mathbf{w}_{i}^{k}-\beta \sum_{j=1}^{n} r_{i j} \mathbf{w}_{j}^{k} .
$$

The proof that the algorithm converges (under certain assumptions) can be found in [404]. Adaptive Decorrelation can accelerate the convergence of backpropagation almost as well as principal component analysis, but is somewhat sensitive to the choice of the constant $\beta$ and the data selection process [341].

## Active data selection

For large training sets, redundancy in the data can make prohibitive the use of off-line backpropagation techniques. On-line backpropagation can still perform well under these conditions if the training pairs are selected randomly. Since some of the fastest variations of backpropagation work off-line, there is a strong motivation to explore methods of reducing the size of the effective training set.

Some authors have proposed training a network with a subset of the training set, adding iteratively the rest of the training pairs [261]. This can be done by testing the untrained pairs. If the error exceeds a certain threshold (for example if it is one standard deviation larger than the average error on the effective training set), the pair is added to the effective training set and the network is retrained when more than a certain number of pairs have been recruited [369].

### 8.3 Adaptive step algorithms

The class of adaptive step algorithms uses a very similar basic strategy: the step size is increased whenever the algorithm proceeds down the error function over several iterations. The step size is decreased when the algorithm jumps over a valley of the error function. The algorithms differ according to the kind of information used to modify the step size.

In learning algorithms with a global learning rate, this is used to update all weights in the network. The learning rate is made bigger or smaller according to the iterations made so far.


Fig. 8.15. Optimization of the error function with updates in the directions of the axes

In algorithms with a local learning constant a different constant is used for each weight. Whereas in standard backpropagation a single constant $\gamma$ is used
to compute the weight corrections, in four of the algorithms considered below each weight $w_{i}$ has an associated learning constant $\gamma_{i}$ so that the updates are given by

$$
\Delta w_{i}=-\gamma_{i} \frac{\partial E}{\partial w_{i}}
$$

The motivation behind the use of different learning constants for each weight is to try to "correct" the direction of the negative gradient to make it point directly to the minimum of the error function. In the case of a degenerate error function, the gradient direction can lead to many oscillations. An adequate scaling of the gradient components can help to reach the minimum in fewer steps.

Figure 8.15 shows how the optimization of the error function proceeds when only one-dimensional optimization steps are used (from point $P_{1}$ to $P_{2}$, and then to $P_{3}$ ). If the lengths of the principal axes of the quadratic approximation are very different, the algorithm can be slowed by an arbitrary factor.

### 8.3.1 Silva and Almeida's algorithm

The method proposed by Silva and Almeida works with different learning rates for each weight in a network [403]. Assume that the network consists of $n$ weights $w_{1}, w_{2}, \ldots, w_{n}$ and denote the individual learning rates by $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$. We can better understand how the algorithm works by looking at Figure 8.16. The left side of the figure shows the level curves of a quadratic approximation to the error function. Starting the iteration process as described before and as illustrated with Figure 8.15, we can see that the algorithm performs several optimization steps in the horizontal direction. Since horizontal cuts to a quadratic function are quadratic, what we are trying to minimize at each step is one of the several parabolas shown on the right side of Figure 8.16. A quadratic function of $n$ variable weights has the general form

$$
c_{1}^{2} w_{1}^{2}+c_{2}^{2} w_{2}^{2}+\cdots+c_{n}^{2} w_{n}^{2}+\sum_{i \neq j} d_{i j} w_{i} w_{j}+C
$$

where $c_{1}, \ldots, c_{n}$, the $d_{i j}$ and $C$ are constants. If the $i$-th direction is chosen for a one-dimensional minimization step the function to be minimized has the form

$$
c_{i}^{2} w_{i}^{2}+k_{1} w_{i}+k_{2}
$$

where $k_{1}$ and $k_{2}$ are constants which depend on the values of the 'frozen' variables at the current iteration point. This equation defines a family of parabolas. Since the curvature of each parabola is given by $c_{i}^{2}$, they differ just by a translation in the plane, as shown in Figure 8.16. Consequently, it makes sense to try to find the optimal learning rate for this direction, which is equal to $1 / 2 c_{i}^{2}$, as discussed in Sect. 8.1.1. If we have a different learning rate, optimization proceeds as shown on the left of Figure 8.16: the first parabola
is considered and the negative gradient direction is followed. The iteration steps in the other dimensions change the family of parabolas which we have to consider in the next step, but in this case the negative gradient direction is also followed. The family of parabolas changes again and so on. With this quadratic approximation in mind the question then becomes, what are the optimal values for $\gamma_{1}$ to $\gamma_{n}$ ? We arrive at an additional optimization problem!


Fig. 8.16. One-dimensional cuts: family of parabolas

The heuristic proposed by Almeida is very simple: accelerate if, in two successive iterations, the sign of the partial derivative has not changed, and decelerate if the sign changes. Let $\nabla_{i} E^{(k)}$ denote the partial derivative of the error function with respect to weight $w_{i}$ at the $k$-th iteration. The initial learning rates $\gamma_{i}^{(0)}$ for $i=1, \ldots, n$ are initialized to a small positive value. At the $k$-th iteration the value of the learning constant for the next step is recomputed for each weight according to

$$
\gamma_{i}^{(k+1)}=\left\{\begin{array}{l}
\gamma_{i}^{(k)} u \text { if } \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)} \geq 0 \\
\gamma_{i}^{(k)} d \text { if } \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}<0
\end{array}\right.
$$

The constants $u$ (up) and $d$ (down) are set by hand with $u>1$ and $d<1$. The weight updates are made according to

$$
\Delta^{(k)} w_{i}=-\gamma_{i}^{(k)} \nabla_{i} E^{(k)} .
$$

Note that due to the constants $u$ and $d$ the learning rates grow and decrease exponentially. This can become a problem if too many acceleration steps are performed successively. Obviously this algorithm does not follow the gradient direction exactly. If the level curves of the quadratic approximation of the error function are perfect circles, successive one-dimensional optimizations lead to the minimum after $n$ steps. If the quadratic approximation has semi-axes of
very different lengths, the iteration process can be arbitrarily slowed. To avoid this, the updates can include a momentum term with rate $\alpha$. Nevertheless, both kinds of corrections together are somewhat contradictory: the individual learning rates can only be optimized if the optimization updates are strictly one-dimensional. Tuning the constant $\alpha$ can therefore become quite problemspecific. The alternative is to preprocess the original data to achieve a more regular error function. This can have a dramatic effect on the convergence speed of algorithms which perform one-dimensional optimization steps.

### 8.3.2 Delta-bar-delta

The algorithm proposed by Jacobs is similar to Silva and Almeida's, the main difference being that acceleration of the learning rates is made with more caution than deceleration. The algorithm is started with individual learning rates $\gamma_{1}, \ldots, \gamma_{n}$ all set to a small value, and at the $k$-th iteration the new learning rates are set to

$$
\gamma_{i}^{(k+1)}= \begin{cases}\gamma_{i}^{(k)}+u \text { if } \nabla_{i} E^{(k)} \cdot \delta_{i}^{(k-1)}>0 \\ \gamma_{i}^{(k)} d & \text { if } \nabla_{i} E^{(k)} \cdot \delta_{i}^{(k-1)}<0 \\ \gamma_{i}^{(k)} & \text { otherwise },\end{cases}
$$

where $u$ and $d$ are constants and $\delta_{i}^{(k)}$ is an exponentially averaged partial derivative in the direction of weight $w_{i}$ :

$$
\delta_{i}^{(k)}=(1-\phi) \nabla_{i} E^{(k)}+\phi \delta_{i}^{(k-1)}
$$

The constant $\phi$ determines what weight is given to the last averaged term. The weight updates are performed without a momentum term:

$$
\Delta^{(k)} w_{i}=-\gamma_{i}^{(k)} \nabla_{i} E^{(k)}
$$

The motivation for using an averaged gradient is to avoid excessive oscillations of the basic algorithm. The problem with this approach, however, is that a new constant has to be set again by the user and its value can also be highly problem-dependent. If the error function has regions which allow a good quadratic approximation, then $\phi=0$ is optimal and we are essentially back to Silva and Almeida's algorithm.

### 8.3.3 Rprop

A variant of Silva and Almeida's algorithm is Rprop, first proposed by Riedmiller and Braun [366]. The main idea of the algorithm is to update the network weights using just the learning rate and the sign of the partial derivative of the error function with respect to each weight. This accelerates learning mainly in flat regions of the error function as well as when the iteration has
arrived close to a local minimum. To avoid accelerating or decelerating too much, a minimum value for the learning rates $\gamma_{\text {min }}$ and a maximum value $\gamma_{\max }$ is enforced. The algorithm covers all of weight space with an $n$-dimensional grid of side $\gamma_{\min }$ and an $n$-dimensional grid of side length $\gamma_{\max }$. The individual one-dimensional optimization steps can move on all possible intermediate grids. The learning rates are updated in the $k$-th iteration according to

$$
\gamma_{i}^{(k+1)}=\left\{\begin{array}{cc}
\min \left(\gamma_{i}^{(k)} u, \gamma_{\max }\right) & \text { if } \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}>0 \\
\max \left(\gamma_{i}^{(k)} d, \gamma_{\min }\right) & \text { if } \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}<0 \\
\gamma_{i}^{(k)} & \text { otherwise, }
\end{array}\right.
$$

where the constants $u$ and $d$ satisfy $u>1$ and $d<1$, as usual. When $\nabla_{i} E^{(k)}$. $\nabla_{i} E^{(k-1)} \geq 0$ the weight updates are given by

$$
\Delta^{(k)} w_{i}=-\gamma_{i}^{(k)} \operatorname{sgn}\left(\nabla_{i} E^{(k)}\right)
$$

otherwise $\Delta^{(k)} w_{i}$ and $\nabla_{i} E^{(k)}$ are set to zero. In the above equation $\operatorname{sgn}(\cdot)$ denotes the sign function with the peculiarity that $\operatorname{sgn}(0)=0$.


Fig. 8.17. Local approximation of Rprop

Figure 8.17 shows the kind of one-dimensional approximation of the error function used by Rprop. It may seem a very imprecise approach, but it works very well in the flat regions of the error function. Schiffmann, Joost, and Werner tested several algorithms using a medical data set and Rprop produced the best results, being surpassed only by the constructive algorithm called cascade correlation [391] (see Chap. 14).

Table 8.1 shows the results obtained by Pfister on some of the Carnegie Mellon Benchmarks [341]. The training was done on a CNAPS neurocomputer. Backpropagation was coded using some optimizations (bipolar vectors, offset term, etc.). The table shows that BP did well for most benchmarks but failed to converge in two of them. Rprop converged almost always ( $98 \%$ of

Table 8.1. Comparison of Rprop and batch backpropagation

the time) and was faster by up to a factor of about 2.5 with respect to batch backpropagation.

It should be pointed out that the vowels recognition task was presented in two versions, one without and one with decorrelated inputs. In the latter case, backpropagation did converge and was almost as efficient as Rprop. This shows how important the preprocessing of the input data can be. Note that the overall speedup obtained is limited because the version of backpropagation used for the comparison was rather efficient.

### 8.3.4 The Dynamic Adaption algorithm

We close our discussion of adaptive step methods with an algorithm based on a global learning rate [386]. The idea of the method is to use the negative gradient direction to generate two new points instead of one. The point with the lowest error is used for the next iteration. If it is the farthest away the algorithm accelerates, by making the learning constant bigger. If it is the nearest one, the learning constant $\gamma$ is reduced.

The $k$-th iteration of the algorithm consists of the following three steps:

- Compute

$$
\begin{aligned}
& \mathbf{w}^{\left(k_{1}\right)}=\mathbf{w}^{(k)}-\nabla E\left(\mathbf{w}^{(k)}\right) \gamma^{(k-1)} \cdot \xi \\
& \mathbf{w}^{\left(k_{2}\right)}=\mathbf{w}^{(k)}-\nabla E\left(\mathbf{w}^{(k)}\right) \gamma^{(k-1)} / \xi
\end{aligned}
$$

where $\xi$ is a small constant (for example $\xi=1.7$ ).

- Update the learning rate:

$$
\gamma^{(k)}= \begin{cases}\gamma^{(k-1)} \cdot \xi \text { if } E\left(\mathbf{w}^{\left(k_{1}\right)}\right) \leq E\left(\mathbf{w}^{\left(k_{2}\right)}\right) \\ \gamma^{(k-1)} / \xi & \text { otherwise }\end{cases}
$$

- Update the weights:

$$
\mathbf{w}^{(k+1)}= \begin{cases}\mathbf{w}^{\left(k_{1}\right)} & \text { if } E\left(\mathbf{w}^{\left(k_{1}\right)}\right) \leq E\left(\mathbf{w}^{\left(k_{2}\right)}\right) \\ \mathbf{w}^{\left(k_{2}\right)} & \text { otherwise }\end{cases}
$$

The algorithm is not as good as the adaptive step methods with a local learning constant, but is very easy to implement. The overhead involved is an extra feed-forward step.

### 8.4 Second-order algorithms

The family of second-order algorithms considers more information about the shape of the error function than the mere value of the gradient. A better iteration can be performed if the curvature of the error function is also considered at each step. In second-order methods a quadratic approximation of the error function is used [43]. Denote all weights of a network by the vector w. Denote the error function by $E(\mathbf{w})$. The truncated Taylor series which approximates the error function $E$ is given by

$$
\begin{equation*}
E(\mathbf{w}+\mathbf{h}) \approx E(\mathbf{w})+\nabla E(\mathbf{w})^{\mathrm{T}} \mathbf{h}+\frac{1}{2} \mathbf{h}^{\mathrm{T}} \nabla^{2} E(\mathbf{w}) \mathbf{h} \tag{8.6}
\end{equation*}
$$

where $\nabla^{2} E(\mathbf{w})$ is the $n \times n$ Hessian matrix of second-order partial derivatives:

$$
\nabla^{2} E(\mathbf{w})=\left(\begin{array}{cccc}
\frac{\partial^{2} E(\mathbf{w})}{\partial w_{1}^{2}} & \frac{\partial^{2} E(\mathbf{w})}{\partial w_{1} \partial w_{2}} & \cdots & \frac{\partial^{2} E(\mathbf{w})}{\partial w_{1} \partial w_{n}} \\
\frac{\partial^{2} E(\mathbf{w})}{\partial w_{2} \partial w_{1}} & \frac{\partial^{2} E(\mathbf{w})}{\partial w_{2}^{2}} & \cdots & \frac{\partial^{2} E(\mathbf{w})}{\partial w_{2} \partial w_{n}} \\
\vdots & & \ddots & \vdots \\
\frac{\partial^{2} E(\mathbf{w})}{\partial w_{n} \partial w_{1}} & \frac{\partial^{2} E(\mathbf{w})}{\partial w_{n} \partial w_{2}} & \cdots & \frac{\partial^{2} E(\mathbf{w})}{\partial w_{n}^{2}}
\end{array}\right)
$$

The gradient of the error function can be computed by differentiating (8.6):

$$
\nabla E(\mathbf{w}+\mathbf{h})^{\mathrm{T}} \approx \nabla E(\mathbf{w})^{\mathrm{T}}+\mathbf{h}^{\mathrm{T}} \nabla^{2} E(\mathbf{w})
$$

Equating to zero (since we are looking for the minimum of E ) and solving, we get

$$
\begin{equation*}
\mathbf{h}=-\left(\nabla^{2} E(\mathbf{w})\right)^{-1} \nabla E(\mathbf{w}) \tag{8.7}
\end{equation*}
$$

that is, the minimization problem can be solved in a single step if we have previously computed the Hessian matrix and the gradient, of course under the assumption of a quadratic error function.

Newton's method works by using equation (8.7) iteratively. If we denote now the weight vector at the $k$-th iteration by $\mathbf{w}^{(k)}$, the new weight vector $\mathbf{w}^{(k+1)}$ is given by

$$
\begin{equation*}
\mathbf{w}^{(k+1)}=\mathbf{w}^{(k)}-\left(\nabla^{2} E(\mathbf{w})\right)^{-1} \nabla E(\mathbf{w}) \tag{8.8}
\end{equation*}
$$

Under the quadratic approximation, this will be a position where the gradient has reduced its magnitude. Iterating several times we can get to the minimum of the error function.

However, computing the Hessian can become quite a difficult task. Moreover, what is needed is the inverse of the Hessian. In neural networks we have to repeat this computation on each new iteration. Consequently, many techniques have been proposed to approximate the second-order information contained in the Hessian using certain heuristics.

Pseudo-Newton methods are variants of Newton's method that work with a simplified form of the Hessian matrix [48]. The non-diagonal elements are all set to zero and only the diagonal elements are computed, that is, the second derivatives of the form $\partial^{2} E(\mathbf{w}) / \partial w_{i}^{2}$. In that case equation (8.8) simplifies (for each component of the weight vector) to

$$
\begin{equation*}
w_{i}^{(k+1)}=w_{i}^{(k)}-\frac{\nabla_{i} E(\mathbf{w})}{\partial^{2} E(\mathbf{w}) / \partial w_{i}^{2}} \tag{8.9}
\end{equation*}
$$

No matrix inversion is necessary and the computational effort involved in finding the required second partial derivatives is limited. In Sect. 8.4.3 we show how to perform this computation efficiently.

Pseudo-Newton methods work well when the error function has a nice quadratic form, otherwise care should be exercised with the corrections, since a small second-order partial derivative can lead to extremely large corrections.

### 8.4.1 Quickprop

In this section we consider an algorithm which tries to take second-order information into account but follows a rather simple approach: only onedimensional minimization steps are taken and information about the curvature of the error function in the update directions is obtained from the current and the last partial derivative of the error function in this direction.


Fig. 8.18. Local approximation of Quickprop

Quickprop is based on independent optimization steps for each weight. A quadratic one-dimensional approximation of the error function is used. The
update term for each weight at the $k$-th step is given by

$$
\begin{equation*}
\Delta^{(k)} w_{i}=\Delta^{(k-1)} w_{i}\left(\frac{\nabla_{i} E^{(k)}}{\nabla_{i} E^{(k-1)}-\nabla_{i} E^{(k)}}\right) \tag{8.10}
\end{equation*}
$$

where it is assumed that the error function has been computed at steps $(k-1)$ and $k$ using the weight difference $\Delta^{(k-1)} w_{i}$, obtained from a previous Quickprop or an standard gradient descent step.

Note that if we rewrite (8.10) as

$$
\begin{equation*}
\Delta^{(k)} w_{i}=-\frac{\nabla_{i} E^{(k-1)}}{\left(\nabla_{i} E^{(k)}-\nabla_{i} E^{(k)}\right) / \Delta^{(k-1)} w_{i}} \tag{8.11}
\end{equation*}
$$

then the weight update in (8.11) is of the same form as the weight update in (8.9). The denominator is just a discrete approximation to the second-order derivative $\partial^{2} E(\mathbf{w}) / \partial w_{i}^{2}$. Quickprop is therefore a discrete pseudo-Newton method that uses so-called secant steps.

According to the value of the derivatives, Quickprop updates may become very large. This is avoided by limiting $\Delta^{(k)} w_{i}$ to a constant times $\Delta^{(k-1)}$. See [130] for more details on the algorithm and the handling of different problematic situations. Since the assumptions on which Quickprop is based are more far-fetched than the assumptions used by, for example, Rprop, it is not surprising that Quickprop has some convergence problems with certain tasks and requires careful handling of the weight updates [341].

### 8.4.2 QRprop

Pfister and Rojas proposed an algorithm that adaptively switches between the Manhattan method used by Rprop and local one-dimensional secant steps like those used by Quickprop [340, 341]. Since the resulting algorithm is a hybrid of Rprop and Quickprop it was called QRprop.

QRprop uses the individual learning rate strategy of Rprop if two consecutive error function gradient components $\nabla_{i} E^{(k)}$ and $\nabla_{i} E^{(k-1)}$ have the same sign or one of these components equals zero. This produces a fast approach to a region of minimum error. If the sign of the gradient changes, we know that we have overshot a local minimum in this specific weight direction, so now a second-order step (a Quickprop step) is taken. If we assume that in this direction the error function is independent from all the other weights, a step based on a quadratic approximation will be far more accurate than just stepping half way back as it is (indirectly) done by Rprop. Since the error function depends on all weights and since the quadratic approximation will be better the closer the two investigated points lie together, QRprop constrains the size of the secant step to avoid large oscillations of the weights. In summary:
i) As long as $\nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}>0$ holds, Rprop steps are performed because we assume that a local minimum lies ahead.
ii) If $\nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}<0$, which suggests that a local minimum has been overshot, then, unlike Rprop, neither the individual learning rate $\gamma_{i}$ nor the weight $w_{i}$ are changed. A "marker" is defined by setting $\nabla_{i} E^{(k)}:=0$ and the secant step is performed in the subsequent iteration.
iii) If $\nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}=0$, this means that either a marker was set in the previous step, or one of the gradient components is zero because a local minimum has been directly hit. In both cases we are near a local minimum and the algorithm performs a second-order step. The secant approximation is done using the gradient information provided by $\nabla_{i} E^{(k)}$ and $\nabla_{i} E^{(k-2)}$. The second-order approximation is used even when $\nabla_{i} E^{(k)}$. $\nabla_{i} E^{(k-2)}>0$. Since we know that we are near a local minimum (and very likely we have already overshot it in the previous step), the second-order approximation is still a better choice than just stepping halfway back.
iv) In the secant step the quadratic approximation

$$
\left.q_{i}:=\mid \nabla_{i} E^{(k)}\right) /\left(\nabla_{i} E^{(k)}-\nabla_{i} E^{(k-2)}\right) \mid
$$

is constrained to a certain interval to avoid very large or very small updates.

Therefore, the $k$-th iteration of the algorithm consists of the following steps:

Step 1: Update the individual learning rates
if $\left(\nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}=0\right)$ then

$$
\begin{aligned}
& \text { if }\left(\nabla_{i} E^{(k)} \neq\left(\nabla_{i} E^{(k-2)}\right)\right. \text { then } \\
& \quad q_{i}=\max \left(d, \min \left(1 / u,\left|\frac{\nabla_{i} E^{(k)}}{\nabla_{i} E^{(k)}-\nabla_{i} E^{(k-2)}}\right|\right)\right)
\end{aligned}
$$

else

$$
q_{i}=1 / u
$$

endif
endif

$$
\gamma_{i}^{(k)}=\left\{\begin{array}{cc}
\min \left(u \cdot \gamma_{i}^{(k-1)}, \gamma_{\max }\right) & \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}>0 \\
\gamma_{i}^{(k-1)} & \text { if } \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}<0 \\
\max \left(q_{i} \cdot \gamma_{i}^{(k-1)}, \gamma_{\min }\right) & \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}=0
\end{array}\right.
$$

Step 2: Update the weights

$$
w_{i}^{(k+1)}=\left\{\begin{array}{c}
w_{i}^{(k)}-\gamma_{i}^{(k)} \cdot \operatorname{sgn}\left(\nabla_{i} E^{(k)}\right) \text { if } \nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)} \geq 0 \\
w_{i}^{(k)} \\
\text { otherwise }
\end{array}\right.
$$

If $\left(\nabla_{i} E^{(k)} \cdot \nabla_{i} E^{(k-1)}<0\right)$ set $\nabla_{i} E^{(k)}:=0$.

The constants $d, u, \gamma_{\min }$, and $\gamma_{\max }$ must be chosen in advance as for other adaptive steps methods. QRprop has shown to be an efficient algorithm that can outperform both of its original algorithmic components. Table 8.2 shows the speedup obtained with QRprop relative to Rprop for the Carnegie Mellon benchmarks [341].

## Table 8.2. Speedup of QRprop relative to Rprop

| benchmark | speedup |
| :--- | ---: |
| sonar signals | 1.01 |
| vowels | 1.33 |
| vowels (decorrelated) | 1.30 |
| NETtalk (200 words) | 1.02 |
| protein structure | 1.14 |
| digits | 1.29 |
| average | 1.18 |

### 8.4.3 Second-order backpropagation

In this section we introduce second-order backpropagation, a method to efficiently compute the Hessian of a linear network of one-dimensional functions. This technique can be used to get explicit symbolic expressions or numerical approximations of the Hessian and could be used in parallel computers to improve second-order learning algorithms for neural networks. Methods for the determination of the Hessian matrix in the case of multilayered networks have been studied recently [58].

We show how to efficiently compute the elements of the Hessian matrix using a graphical approach, which reduces the whole problem to a computation by inspection. Our method is more general than the one developed in [58] because arbitrary topologies can be handled. The only restriction we impose on the network is that it should contain no cycles, i.e., it should be of the feed-forward type. The method is of interest when we do not want to derive analytically the Hessian matrix each time the network topology changes.

## Second-order derivatives

We investigate the case of second-order derivatives, that is, expressions of the form $\partial^{2} F / \partial w_{i} \partial w_{j}$, where $F$ is the network function as before and $w_{i}$ and $w_{j}$ are network's weights. We can think of each weight as a small potentiometer and we want to find out what happens to the network function when the resistance of both potentiometers is varied.


Fig. 8.19. Second-order computation

Figure 8.19 shows the general case. Let us assume, without loss of generality, that the input to the network is the one-dimensional value $x$. The network function $F$ is computed at the output node with label $q$ (shown shaded) for the given input value. We can also think of the inputs to the output node as network functions computed by subnetworks of the original network. Let us call these functions $F_{\ell_{1} q}, F_{\ell_{2} q}, \ldots, F_{\ell_{m} q}$. If the one-dimensional function at the output node is $g$, the network function is the composition

$$
F(x)=g\left(F_{\ell_{1} q}(x)+F_{\ell_{2} q}(x)+\ldots+F_{\ell_{m} q}(x)\right) .
$$

We are interested in computing $\partial^{2} F(x) / \partial w_{i} \partial w_{j}$ for two given network weights $w_{i}$ and $w_{j}$. Simple differential calculus tells us that

$$
\begin{aligned}
\frac{\partial^{2} F(x)}{\partial w_{i} \partial w_{j}}= & g^{\prime \prime}(s) \frac{\partial s}{\partial w_{i}} \frac{\partial s}{\partial w_{j}} \\
& +g^{\prime}(s)\left(\frac{\partial^{2} F_{\ell_{1} q}(x)}{\partial w_{i} \partial w_{j}}+\cdots+\frac{\partial^{2} F_{\ell_{m} q}(x)}{\partial w_{i} \partial w_{j}}\right)
\end{aligned}
$$

where $s=F_{\ell_{1} q}(x)+F_{\ell_{2} q}(x)+\ldots+F_{\ell_{m} q}(x)$. This means that the desired second-order partial derivative consists of two terms: the first is the second derivative of $g$ evaluated at its input multiplied by the partial derivatives of the sum of the $m$ subnetwork functions $F_{\ell_{1} q}, \ldots, F_{\ell_{m} q}$, once with respect to $w_{i}$ and once with respect to $w_{j}$. The second term is the first derivative of $g$ multiplied by the sum of the second-order partial derivatives of each subnetwork function with respect to $w_{i}$ and $w_{j}$. We call this term the second-order correction. The recursive structure of the problem is immediately obvious. We already have an algorithm to compute the first partial derivatives of any network function with
respect to a weight. We just need to use the above expression in a recursive manner to obtain the second-order derivatives we want.

We thus extend the feed-forward labeling phase of the backpropagation algorithm in the following manner: at each node which computes a onedimensional function $f$ we will store three values: $f(x), f^{\prime}(x)$ and $f^{\prime \prime}(x)$, where $x$ represents the input to this node. When looking for the second-order derivatives we apply the recursive strategy given above. Figure 8.20 shows the main idea:


Fig. 8.20. Intersecting paths to a node

- Perform the feed-forward labeling step in the usual manner, but store additionally at each node the second derivative of the node's function evaluated at its input
- Select two weights $w_{i}$ and $w_{j}$ and an output node whose associated network function we want to derive. The second-order partial derivative of the network function with respect to these weights is the product of the stored $g^{\prime \prime}$ value with the backpropagation path value from the output node up to weight $w_{i}$ and with the backpropagation path value from the output node up to weight $w_{j}$. If the backpropagation paths for $w_{i}$ and $w_{j}$ intersect, a second-order correction is needed which is equal to the stored value of $g^{\prime}$ multiplied by the sum of the second-order derivative with respect to $w_{i}$ and $w_{j}$ of all subnetwork function inputs to the node which belong to intersecting paths.

This looks like an intricate rule, but it is again the chain rule for secondorder derivatives expressed in a recursive manner. Consider the multilayer perceptron shown in Figure 8.21. A weight $w_{i h}$ in the first layer of weights and a weight $w_{j m}$ in the second layer can only interact at the output node $m$. The second derivative of $F_{m}$ with respect to $w_{i h}$ and $w_{j m}$ is just the stored value $f^{\prime \prime}$ multiplied by the stored output of the hidden unit $j$ and the backpropagation path up to $w_{i h}$, that is, $w_{h m} h^{\prime} x_{i}$. Since the backpropagation paths for $w_{i h}$ and $w_{j m}$ do not intersect, this is the required expression. This is also the expression found analytically by Bishop [1993].


Fig. 8.21. Multilayer perceptron

In the case where one weight lies in the backpropagation path of another, a simple adjustment has to be made. Let us assume that weight $w_{i k}$ lies in the backpropagation path of weight $w_{j}$. The second-order backpropagation algorithm is performed as usual and the backward computation proceeds up to the point where weight $w_{i k}$ transports an input to a node $k$ for which a second-order correction is needed. Figure 8.22 shows the situation. The information transported through the edge with weight $w_{i k}$ is the subnetwork function $F_{i k}$. The second-order correction for the node with primitive function $g$ is

$$
g^{\prime} \frac{\partial^{2} F_{i k}}{\partial w_{i k} \partial w j}=g^{\prime} \frac{\partial^{2} w_{i k} F_{i}}{\partial w_{i k} \partial w j},
$$

but this is simply

$$
g^{\prime} \frac{\partial F_{i}}{\partial w_{j}}
$$

since the subnetwork function $F_{i}$ does not depend on $w_{i k}$. Thus, the secondorder backpropagation method must be complemented by the following rule:

- If the second-order correction to a node $k$ with activation function $g$ involves a weight $w_{i k}$ (that is, a weight directly affecting node $k$ ) and a node $w_{j}$, the second-order correction is just $g^{\prime}$ multiplied by the backpropagation path value of the subnetwork function $F_{i}$ with respect to $w_{j}$.


## Explicit calculation of the Hessian

For the benefit of the reader, we put together all the pieces of what we call second-order backpropagation in this section. We consider the case of a single input pattern into the network, since the more general case is easy to handle.


Fig. 8.22. The special case

## Algorithm 8.4.1 Second-order backpropagation

i) Extend the neural network by adding nodes which compute the squared difference of each component of the output and the expected target values. Collect all these differences at a single node whose output is the error function of the network. The activation function of this node is the identity.
ii) Label all nodes in the feed-forward phase with the result of computing $f(x), f^{\prime}(x)$, and $f^{\prime \prime}(x)$, where $x$ represents the global input to each node and $f$ its associated activation function.
iii) Starting from the error function node in the extended network, compute the second-order derivative of $E$ with respect to two weights $w_{i}$ and $w_{j}$, by proceeding recursively in the following way:
iii.1) The second-order derivative of the output of a node $G$ with activation function $g$ with respect to two weights $w_{i}$ and $w_{j}$ is the product of the stored $g^{\prime \prime}$ value with the backpropagation path values between $w_{i}$ and the node $G$ and between $w_{j}$ and the node $G$. A second-order correction is needed if both backpropagation paths intersect.
iii.2) The second-order correction is equal to the product of the stored $g^{\prime}$ value with the sum of the second-order derivative (with respect to $w_{i}$ and $w_{j}$ ) of each node whose output goes directly to $G$ and which belongs to the intersection of the backpropagation paths of $w_{i}$ and $w_{j}$.
iii.3) In the special case that one of the weights, for example, $w_{i}$, connects node $h$ directly to node $G$, the second-order correction is just $g^{\prime}$ multiplied by the backpropagation path value of the subnetwork function $F_{h}$ with respect to $w_{j}$.

## Example of second-order backpropagation

Consider the network shown in Figure 8.23, commonly used to compute the XOR function. The left node is labeled 1, the right node 2 . The input values $x$ and $y$ are kept fixed and we are interested in the second-order partial derivative of the network function $F_{2}(x, y)$ with respect to the weights $w_{1}$ and $w_{2}$.


Fig. 8.23. A two unit network

By mere inspection and using the recursive method mentioned above, we see that the first term of $\partial^{2} F_{2} / \partial w_{1} \partial w_{2}$ is the expression

$$
g^{\prime \prime}\left(w_{3} x+w_{5} y+w_{4} f\left(w_{1} x+w_{2} y\right)\right)\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) x\right)\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) y\right)
$$

In this expression $\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) x\right)$ is the backpropagation path value from the output of the node which computes the function $f$, including multiplication by the weight $w_{4}$ (that is the subnetwork function $w_{4} F_{1}$ ), up to the weight $w_{1}$. The term $\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) y\right)$ is the result of backpropagation for $w_{4} F_{1}$ up to $w_{2}$. The second-order correction needed for computation of $\partial^{2} F_{2} / \partial w_{1} \partial w_{2}$ is

$$
g^{\prime}\left(w_{3} x+w_{5} y+w_{4} f\left(w_{1} x+w_{2} y\right)\right) \frac{\partial^{2} w_{4} F_{1}}{\partial w_{1} \partial w_{2}}
$$

Since it is obvious that

$$
\frac{\partial^{2} w_{4} F_{1}}{\partial w_{1} \partial w_{2}}=w_{4} \frac{\partial^{2} F_{1}}{\partial w_{1} \partial w_{2}}=w_{4} f^{\prime \prime}\left(w_{1} x+w_{2} y\right) x y
$$

we finally get

$$
\begin{aligned}
\frac{\partial^{2} F_{2}}{\partial w_{1} \partial w_{2}}= & g^{\prime \prime}\left(w_{3} x+w_{5} y+w_{4} f\left(w_{1} x+w_{2} y\right)\right) \\
& \times\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) x\right)\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) y\right) \\
& +g^{\prime}\left(w_{3} x+w_{5} y+w_{4} f\left(w_{1} x+w_{2} y\right)\right) w_{4} f^{\prime \prime}\left(w_{1} x+w_{2} y\right) x y
\end{aligned}
$$

The reader can visually check the following expression:

$$
\frac{\partial^{2} F_{2}}{\partial w_{1} \partial w_{5}}=g^{\prime \prime}\left(w_{3} x+w_{5} y+w_{4} f\left(w_{1} x+w_{2} y\right)\right)\left(w_{4} f^{\prime}\left(w_{1} x+w_{2} y\right) x\right) y
$$

In this case no second-order correction is needed, since the backpropagation paths up to $w_{1}$ and $w_{5}$ do not intersect.

A final example is the calculation of the whole Hessian matrix for the network shown above (Figure 8.23). We omit the error function expansion and compute the Hessian of the network function $F_{2}$ with respect to the network's five weights. The labelings of the nodes are $f, f^{\prime}$, and $f^{\prime \prime}$ computed over the input $w_{1} x+w_{2} y$, and $g, g^{\prime}, g^{\prime \prime}$ computed over the input $w_{4} f\left(w_{1} x+w_{2} y\right)+$ $w_{3} x+w_{5} y$. Under these assumptions the components of the upper triangular part of the Hessian are the following:

$$
\begin{aligned}
& H_{11}=g^{\prime \prime} w_{4}^{2} f^{\prime 2} x^{2}+g^{\prime} w_{4} f^{\prime \prime} x^{2} \\
& H_{22}=g^{\prime \prime} w_{4}^{2} f^{\prime 2} y^{2}+g^{\prime} w_{4} f^{\prime \prime} y^{2} \\
& H_{33}=g^{\prime \prime} x^{2} \\
& H_{44}=g^{\prime \prime} f^{2} \\
& H_{55}=g^{\prime \prime} y^{2} \\
& H_{12}=g^{\prime \prime} w_{4}^{2} f^{\prime 2} x y+g^{\prime} w_{4} f^{\prime \prime} x y \\
& H_{13}=g^{\prime \prime} w_{4} f^{\prime} x^{2} \\
& H_{14}=g^{\prime \prime} w_{4} f^{\prime} x f+g^{\prime} f^{\prime} x \\
& H_{15}=g^{\prime \prime} w_{4} f^{\prime} x y \\
& H_{23}=g^{\prime \prime} w_{4} f^{\prime} y x \\
& H_{24}=g^{\prime \prime} w_{4} f^{\prime} y f+g^{\prime} f^{\prime} y \\
& H_{25}=g^{\prime \prime} w_{4} f^{\prime} y^{2} \\
& H_{34}=g^{\prime \prime} x f \\
& H_{35}=g^{\prime \prime} x y \\
& H_{45}=g^{\prime \prime} y f
\end{aligned}
$$

All these results were obtained by simple inspection of the network shown in Figure 8.23. Note that the method is totally general in the sense that each node can compute a different activation function.

## Some conclusions

With some experience it is easy to compute the Hessian matrix even for convoluted feed-forward topologies. This can be done either symbolically or numerically. The importance of this result is that once the recursive strategy has been defined it is easy to implement in a computer. It is the same kind of difference as the one existing between the chain rule and the backpropagation algorithm. The first one gives us the same result as the second, but backpropagation tries to organize the data in such a way that redundant computations are avoided. This can also be done for the method described here. Calculation of the Hessian matrix involves repeated computation of the same terms. In
this case the network itself provides us with a data structure in which we can store partial results and with which we can organize the computation. This explains why standard and second-order backpropagation are also of interest for computer algebra systems. It is not very difficult to program the method described here in a way that minimizes the number of arithmetic operations needed. The key observation is that the backpropagation path values can be stored to be used repetitively and that the nodes in which the backpropagation paths of different weights intersect need to be calculated only once. It is then possible to optimize computation of the Hessian using graph traversing algorithms.

A final observation is that computing the diagonal of the Hessian matrix involves only local communication in a neural network. Since the backpropagation path to a weight intersects itself in its whole length, computation of the second partial derivative of the associated network function of an output unit with respect to a given weight can be organized as a recursive backward computation over this path. Pseudo-Newton methods [48] can profit from this computational locality.

### 8.5 Relaxation methods

The class of relaxation methods includes all those techniques in which the network weights are perturbed and the new network error is compared directly to the previous one. Depending on their relative magnitudes a decision is taken regarding the subsequent iteration steps.

### 8.5.1 Weight and node perturbation

Weight perturbation is a learning strategy which has been proposed to avoid calculating the gradient of the error function at each step. A discrete approximation to the gradient is made at each iteration by taking the initial weight vector $\mathbf{w}$ in weight space and the value $E(w)$ of the error function for this combination of parameters. A small perturbation $\beta$ is added to the weight $w_{i}$. The error $E\left(\mathbf{w}^{\prime}\right)$ at the new point $\mathbf{w}^{\prime}$ in weight space is computed and the weight $w_{i}$ is updated using the increment

$$
\Delta w_{i}=-\gamma \frac{E\left(w^{\prime}\right)-E(w)}{\beta}
$$

This step is repeated iteratively, randomly selecting the weight to be updated. The discrete approximation to the gradient is especially important for VLSI chips in which the learning algorithm is implemented with minimal hardware additional to that needed for the feed-forward phase [216].

Another alternative which can provide faster convergence is perturbing not a weight, but the output $o_{i}$ of the $i$-th node by $\Delta o_{i}$. The difference $E-E^{\prime}$ in
the error function is computed and if it is positive, the new error $E^{\prime}$ could be achieved with the output $o_{i}+\Delta o_{i}$ for the $i$-th node. If the activation function is a sigmoid, the desired weighted input to node $i$ is $\sum_{k=1}^{m} w_{k}^{\prime} x_{k}=s^{-1}\left(o_{i}+\Delta o_{i}\right)$. If the previous weighted input was $\sum_{k=1}^{m} w_{k} x_{k}$, then the new weights are given by

$$
w_{k}^{\prime}=w_{k} \frac{s^{-1}\left(o_{i}+\Delta o_{i}\right)}{\sum_{k=1}^{m} w_{k} x_{k}} \quad \text { for } k=1, \ldots, m
$$

The weights are updated in proportion to their relative size. To avoid always keeping the same proportions, a stochastic factor can be introduced or a node perturbation step can be alternated with a weight perturbation step.

### 8.5.2 Symmetric and asymmetric relaxation

According to the analysis we made in Sect. 7.3.3 of two layered networks trained with backpropagation, the backpropagated error up to the output layer can be written as

$$
\delta^{(2)}=\mathbf{D}_{2} \mathbf{e}
$$

where $\mathbf{e}$ is the column vector whose components are the derivatives of the corresponding components of the quadratic error, and $\mathbf{D}_{2}$ is a diagonal matrix as defined in Chap. 7. We can try to reduce the magnitude of the error e to zero by adjusting the matrix $\mathbf{W}_{2}$ in a single step. Since the desired target vector is $\mathbf{t}$, the necessary weighted input at the output nodes is $s^{-1}(\mathbf{t})$. This means that we want the equation

$$
\mathbf{o}^{(1)} \mathbf{W}_{2}=s^{-1}(\mathbf{t})
$$

to hold for all the $p$ possible input patterns. If we arrange all vectors $\mathbf{o}^{(1)}$ as the rows of a $p \times k$ matrix $\mathbf{O}_{1}$ and all targets as the rows of a $p \times m$ matrix $\mathbf{T}$, we are looking for the matrix $\mathbf{W}_{2}$ for which

$$
\begin{equation*}
\mathbf{O}_{1} \mathbf{W}_{2}=s^{-1}(\mathbf{T}) \tag{8.12}
\end{equation*}
$$

holds. In general this matrix equation may have no solution for $\mathbf{W}_{2}$, but we can compute the matrix which minimizes the quadratic error for this equality. We show in Sects. 9.2.4 and ?? that if $\mathbf{O}_{1}^{+}$is the so-called pseudoinverse of $\mathbf{O}_{1}$, then $\mathbf{W}_{2}$ is given by

$$
\mathbf{W}_{2}=\mathbf{O}_{1}^{+} s^{-1}(\mathbf{T})
$$

After computing $\mathbf{W}_{2}$ we can ask what is the matrix $\mathbf{O}_{1}$ which minimizes the quadratic deviation from equality in (8.12). We compute intermediate targets for the hidden units, which are given by the rows of the matrix

$$
\mathbf{O}_{1}^{\prime}=s^{(-1)}(\mathbf{T}) \mathbf{W}_{2}^{+}
$$

The new intermediate targets can now be used to obtain an update for the matrix $\mathbf{W}_{1}$ of weights between input sites and hidden units. The pseudoinverse can be computed with the method discussed in Sect. 9.2.4.

Note that this method is computationally intensive for every "pseudoinverse" step. The weight corrections are certainly much more accurate than in other algorithms but these high-powered iterations demand many computations for each of the two matrices. If the error function can be approximated nicely with a quadratic function, the algorithm converges very fast. If the input data is highly redundant, then the pseudoinverse step can be very inefficient when compared to on-line backpropagation, for example.

The algorithm described is an example of symmetric relaxation, since both the targets $\mathbf{T}$ and the outputs of the hidden units are determined in a back and forth kind of approach.

### 8.5.3 A final thought on taxonomy

The contents of this chapter can be summarized using Figure 8.24. The fast variations of backpropagation have been divided into two columns: gradient descent and relaxation methods. Algorithms in the first column use information about the error function's partial derivatives. Algorithms in the second column try to adjust the weights to fit the problem in a stochastic way or solving a linear subproblem.

The three rows in Figure 8.24 show the kinds of derivative used. First-order algorithms work with the first partial derivatives, second-order algorithms with the second partial derivatives. In between we have adaptive first-order methods that from first-order information extract an approximation to parts of the Hessian matrix.

Standard backpropagation is a first-order gradient descent method. However, since on-line backpropagation does not exactly follow the gradient's direction, it also partially qualifies as a relaxation method. The adaptive step methods (DBD, Rprop, etc.) are also a combination of gradient descent and relaxation. Quickprop is an algorithm which approximates second-order information but which updates the weights separately using a kind of relaxation approach.

The adaptive first-order methods can be also divided in two groups: in the first a single global learning rate is used, in the second there is a learning rate for each weight. The conjugate gradient methods of numerical analysis rely also on a first-order approximation of second-order features of the error function.

### 8.6 Historical and bibliographical remarks

This survey of fast learning algorithms is by no means complete. We have disregarded constructive algorithms of the type reviewed in Chap. 14. We have only given a quick overview of some of the main ideas that have been developed in the last decade. There is a large amount of literature on nonlinear optimization that should be reviewed by anyone wishing to improve current
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Fig. 8.24. Taxonomy of learning algorithms
learning methods for multilayer networks. Classical CG algorithms and some variants developed specially for neural networks are interesting in this respect [315].

A different approach has been followed by Karayiannis and Venetsanopoulos who use a type of what is called a continuation method [235]. The network is trained to minimize a given measure of error, which is iteratively changed during the computation. One can start solving a linear regression problem and introduce the nonlinearities slowly. The method could possibly be combined with some of the other fast learning methods.

A factor which has traditionally hampered direct comparisons of learning algorithms is the wide variety of benchmarks used. Only in a few cases have large learning problems taken from public domain databases been used. Some efforts to build a more comprehensive set of benchmarks have been announced.

## Exercises

1. Prove that the value of the learning constant given by equation (8.5) in fact produces exact learning of the $j$ input pattern to a linear associator. Derive the expression for $\ell^{2}$.
2. Show how to construct the linear transformation that maps an ellipsoidal data distribution to a sphere. Assume that the training set consists of $N$ points (Sect. 8.2.4).
3. Compare Rprop and Quickprop using a small benchmark (for example the 8-bit parity problem).
4. Train a neural network using: a) Backpropagation and a piecewise linear approximation of the sigmoid; b) A table of values of the sigmoid and its derivative.

## Statistics and Neural Networks

### 9.1 Linear and nonlinear regression

Feed-forward networks are used to find the best functional fit for a set of input-output examples. Changes to the network weights allow fine-tuning of the network function in order to detect the optimal configuration. However, two complementary motivations determine our perception of what optimal means in this context. On the one hand we expect the network to map the known inputs as exactly as possible to the known outputs. But on the other hand the network must be capable of generalizing, that is, unknown inputs are to be compared to the known ones and the output produced is a kind of interpolation of learned values. However, good generalization and minimal reproduction error of the learned input-output pairs can become contradictory objectives.

### 9.1.1 The problem of good generalization

Figure 9.1 shows the problem from another perspective. The dots in the graphic represent the training set. We are looking for a function capable of mapping the known inputs into the known outputs. If linear approximation is used, as in the figure, the error is not excessive and new unknown values of the input $x$ are mapped to the regression line.

Figure 9.2 shows another kind of functional approximation using linear splines which can reproduce the training set without error. However, when the training set consists of experimental points, normally there is some noise in the data. Reproducing the training set exactly is not the best strategy, because the noise will also be reproduced. A linear approximation as in Figure 9.1 could be a better alternative than the exact fit of the training data shown in Figure 9.2. This simple example illustrates the two contradictory objectives of functional approximation: minimization of the training error but also minimization of the error of yet unknown inputs. Whether or not the training set can be


Fig. 9.1. Linear approximation of the training set
learned exactly depends on the number of degrees of freedom available to the network (number of weights) and the structure of the manifold from which the empirical data is extracted. The number of degrees of freedom determines the plasticity of the system, that is, its capability of approximating the training set. Increasing the plasticity helps to reduce the training error but can increase the error on the test set. Decreasing the plasticity excessively can lead to a large training and test error.


Fig. 9.2. Approximation of the training set with linear splines

There is no universal method to determine the optimal number of parameters for a network. It all depends on the structure of the problem at hand. The best results can be obtained when the network topology is selected taking into account the known interrelations between input and output (see Chap. 14). In the example above, if a theoretical analysis leads us to conjecture a linear correspondence between input and output, the linear approximation would be the best although the polylinear approximation has a smaller training error.

This kind of functional approximation to a given training set has been studied by statisticians working in the field of linear and nonlinear regression. The backpropagation algorithm is in some sense only a numerical method for statistical approximation. Analysis of the linear case can improve our understanding of this connection.

### 9.1.2 Linear regression

Linear associators were introduced in Chap. 5: they are computing units which just add their weighted inputs. We can also think of them as the integration part of nonlinear units. For the $n$-dimensional input $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ the output of a linear associator with weight vector $\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ is $y=w_{1} x_{1}+\cdots+$ $w_{n} x_{n}$. The output function represents a hyperplane in $(n+1)$-dimensional space. Figure 9.3 shows the output function of a linear associator with two inputs. The learning problem for such a linear associator is to reproduce the output of the input vectors in the training set. The points corresponding to the training set are shown in black in Figure 9.3. The parameters of the hyperplane must be selected to minimize the error, that is, the distance from the training set to the hyperplane. The backpropagation algorithm can be used to find them.


Fig. 9.3. Learning problem for a linear associator

Consider a training set $T=\left\{\left(\mathbf{x}^{1}, a_{1}\right), \ldots,\left(\mathbf{x}^{m}, a_{m}\right)\right\}$ for a linear associator, where the inputs $\mathbf{x}^{1}, \ldots, \mathbf{x}^{m}$ are $n$-dimensional vectors and the outputs $a_{1}, \ldots, a_{m}$ real numbers. We are looking for the weight vector $\left(w_{1}, \ldots, w_{n}\right)$ which minimizes the quadratic error

$$
\begin{equation*}
E=\frac{1}{2}\left[\left(a_{1}-\sum_{i=1}^{n} w_{i} x_{i}^{1}\right)^{2}+\cdots+\left(a_{m}-\sum_{i=1}^{n} w_{i} x_{i}^{m}\right)^{2}\right] \tag{9.1}
\end{equation*}
$$

where $x_{i}^{j}$ denotes the $i$-th component of the $j$-th input vector. The components of the gradient of the error function are

$$
\begin{equation*}
\frac{\partial E}{\partial w_{j}}=-\left(a_{1}-\sum_{i=1}^{n} w_{i} x_{i}^{1}\right) x_{j}^{1}-\cdots-\left(a_{m}-\sum_{i=1}^{n} w_{i} x_{i}^{m}\right) x_{j}^{m} \tag{9.2}
\end{equation*}
$$

for $j=1,2, \ldots, n$. The minimum of the error function can be found analytically by setting $\nabla E=\mathbf{0}$ or iteratively using gradient descent. Since the error function is purely quadratic the global minimum can be found starting from randomly selected weights and making the correction $\Delta w_{j}=-\gamma \partial E / \partial w_{j}$ at each step.

Figure 9.4 shows the B-diagram for a linear associator. The training vector $\mathbf{x}^{1}$ has been used to compute the error $E_{1}$. The partial derivatives $\partial E / \partial w_{1}, \ldots, \partial E / \partial w_{n}$ can be computed using a backpropagation step.


Fig. 9.4. Backpropagation network for the linear associator

The problem of finding optimal weights for a linear associator and for a given training set $T$ is known in statistics as multiple linear regression. We are looking for constants $w_{0}, w_{1}, \ldots, w_{n}$ such that the $y$ values can be computed from the $x$ values:

$$
y_{i}=w_{0}+w_{1} x_{1}^{i}+w_{2} x_{2}^{i}+\cdots+w_{n} x_{n}^{i}+\varepsilon_{i}
$$

where $\varepsilon_{i}$ represents the approximation error (note that we now include the constant $w_{0}$ in the approximation). The constants selected should minimize the total quadratic error $\sum_{i=1}^{n} \varepsilon_{i}^{2}$. This problem can be solved using algebraic methods. Let $X$ denote the following $m \times(n+1)$ matrix:

$$
\mathbf{X}=\left(\begin{array}{llll}
1 & x_{1}^{1} & \cdots & x_{n}^{1} \\
1 & x_{1}^{2} & \cdots & x_{n}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{1}^{m} & \cdots & x_{n}^{m}
\end{array}\right)
$$

The rows of the matrix consist of the extended input vectors. Let $\mathbf{a}, \mathbf{w}$ and $\varepsilon$ denote the following vectors:

$$
\mathbf{a}=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{m}
\end{array}\right) \quad \mathbf{w}=\left(\begin{array}{c}
w_{0} \\
w_{1} \\
\vdots \\
w_{n}
\end{array}\right) \quad \boldsymbol{\varepsilon}=\left(\begin{array}{c}
\varepsilon_{1} \\
\varepsilon_{2} \\
\vdots \\
\varepsilon_{m}
\end{array}\right)
$$

The vector $\mathbf{w}$ must satisfy the equation $\mathbf{a}=\mathbf{X} \mathbf{w}+\boldsymbol{\varepsilon}$, where the norm of the vector $\varepsilon$ must be minimized. Since

$$
\|\varepsilon\|^{2}=(\mathbf{a}-\mathbf{X} \mathbf{w})^{\mathrm{T}}(\mathbf{a}-\mathbf{X} \mathbf{w})
$$

the minimum of the norm can be found by equating the derivative of this expression with respect to $\mathbf{w}$ to zero:

$$
\frac{\partial}{\partial \mathbf{w}}(\mathbf{a}-\mathbf{X} \mathbf{w})^{\mathrm{T}}(\mathbf{a}-\mathbf{X} \mathbf{w})=-2 \mathbf{X}^{\mathrm{T}} \mathbf{a}+2 \mathbf{X}^{\mathrm{T}} \mathbf{X} \mathbf{w}=\mathbf{0}
$$

It follows that $\mathbf{X}^{\mathrm{T}} \mathbf{X} \mathbf{w}=\mathbf{X}^{\mathrm{T}} \mathbf{a}$ and if the matrix $\mathbf{X}^{\mathrm{T}} \mathbf{X}$ is invertible, the solution to the problem is given by

$$
\mathbf{w}=\left(\mathbf{X}^{\mathrm{T}} \mathbf{X}\right)^{-1} \mathbf{X}^{\mathrm{T}} \mathbf{a}
$$

### 9.1.3 Nonlinear units

Introducing the sigmoid as the activation function changes the form of the functional approximation produced by a network. In Chap. 7 we saw that the form of the functions computed by the sigmoidal units corresponds to a smooth step function. As an example in Figure 9.5 we show the continuous output of two small networks of sigmoidal units. The first graphic corresponds to the network in Figure 6.2 which can compute an approximation to the XOR function when sigmoidal units are used. The output of the network is approximately 1 for the inputs $(1,0)$ and $(0,1)$ and approximately 0 for the inputs $(0,0)$ and $(1,1)$. The second graph corresponds to the computation of the NAND function with three sigmoidal units distributed in two layers.

Much more complicated functions can be produced with networks which are not too elaborate. Figure 9.8 shows the functions produced by a network with three and four hidden units and a single output unit. Small variations of the network parameters can produce widely differing shapes and this leads us to suspect that any continuous function could be approximated in this manner, if only enough hidden units are available. The number of foldings of the functions corresponds to the number of hidden units. In this case we have a situation similar to when polynomials are used to approximate experimental data-the degree of the polynomial determines the number of degrees of freedom of the functional approximation.


Fig. 9.5. Output of networks for the computation of XOR (left) and NAND (right)

## Logistic regression

Backpropagation applied to a linear association problem finds the parameters of the optimal linear regression. If a sigmoid is computed at the output of the linear associator, we are dealing with the conventional units of feed-forward networks.

There is a type of nonlinear regression which has been applied in biology and economics for many years called logistic regression. Let the training set $T$ be $\left\{\left(\mathbf{x}^{1}, a_{1}\right),\left(\mathbf{x}^{2}, a_{2}\right), \ldots,\left(\mathbf{x}^{m}, a_{m}\right)\right\}$, where the vectors $\mathbf{x}^{i}$ are $n$-dimensional. A sigmoidal unit is to be trained with this set. We are looking for the $n$ dimensional weight vector $\mathbf{w}$ which minimizes the quadratic error

$$
E=\sum_{i=1}^{m}\left(a_{i}-s\left(\mathbf{w} \cdot \mathbf{x}^{i}\right)\right)^{2}
$$

where $s$ denotes the sigmoid function. Backpropagation solves the problem directly by minimizing $E$. An approximation can be found using the tools of linear regression by inverting the sigmoid and minimizing the new error function

$$
E^{\prime}=\sum_{i=1}^{m}\left(s^{-1}\left(a_{i}\right)-\mathbf{w} \cdot \mathbf{x}^{i}\right)^{2} .
$$

Since the $a_{i}$ are constants this step can be done at the beginning so that a linear associator has to approximate the outputs

$$
\begin{equation*}
a_{i}^{\prime}=s^{-1}\left(a_{i}\right)=\ln \left(\frac{a_{i}}{1-a_{i}}\right), \text { for } i=1, \ldots, m \tag{9.3}
\end{equation*}
$$

All the standard machinery of linear regression can be used to solve the problem. Equation (9.3) is called the logit transformation [34]. It simplifies the
approximation problem but at a cost. The logit transformation modifies the weight given to the individual deviations. If the target value is 0.999 and the sigmoid output is 0.990 , the approximation error is 0.009 . If the logit transformation is used, the approximation error for the same combination is 2.3 and can play a larger role in the computation of the optimal fit. Consequently, backpropagation is a type of nonlinear regression [323] which solves the approximation problem in the original domain and is therefore more precise.

### 9.1.4 Computing the prediction error

The main issue concerning the kind of functional approximation which can be computed with neural networks is to obtain an estimate of the prediction error when new values are presented to the network. The case of linear regression has been studied intensively and there are closed-form formulas for the expected error and its variance. In the case of nonlinear regression of the kind which neural networks implement, it is very difficult, if not impossible, to produce such analytic formulas. This difficulty also arises when certain kinds of statistics are extracted from empirical data. It has therefore been a much-studied problem. In this subsection we show how to apply some of these statistical methods to the computation of the expected generalization error of a network.

One might be inclined to think that the expected generalization error of a network is just the square root of the mean squared training error. If the training set consists of $N$ data points and $E$ is the total quadratic error of the network over the training set, the generalization error $\tilde{E}$ could be set to

$$
\tilde{E}=\sqrt{E / N}
$$

This computation, however, would tend to underestimate the true generalization error because the parameters of the network have been adjusted to deal with exactly this data set and could be biased in favor of its elements. If many additional input-output pairs that do not belong to the training set are available, the generalization error can be computed directly. New input vectors are fed into the network and the mean quadratic deviation is averaged over many trials. Normally, this is not the case and we want to use all of the available data to train the network and to predict the generalization error.

The bootstrap method, proposed by Efron in 1979, deals with exactly this type of statistical problem [127]. The key observation is that existent data can be used to adjust a predictor (such as a regression line), yet it also tells us something about the distribution of the future expected inputs. In the real world we would perform linear regression and compute the generalization error using new data not included in the training set. In the bootstrap world we try to imitate this situation by sampling randomly from the existing data to create different training sets.

Here is how the bootstrap method works: assume that a data set $X=$ $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is given and that we compute a certain statistic $\hat{\theta}$ with this
data. This number is an estimate of the true value $\theta$ of the statistic over the whole population. We would like to know how reliable is $\hat{\theta}$ by computing its standard deviation. The data is produced by an unknown probability distribution $F$. The bootstrap assumption is that we can approximate this distribution by randomly sampling from the set $X$ with replacement. We generate a new data set $X^{*}$ in this way and compute the new value of the statistics which we call $\hat{\theta}^{*}$. This procedure can be repeated many times with many randomly generated data sets. The standard deviation of $\hat{\theta}$ is approximated by the standard deviation of $\hat{\theta}^{*}$.


Fig. 9.6. Distribution of data in input space

Figure 9.6 graphically shows the idea behind the bootstrap method. The experimental data comes from a certain input space. If we want to compute some function over the whole input space (for example if we want to find the centroid of the complete input domain), we cannot because we only have some data points, but we can produce an estimate assuming that the distribution of the data is a good enough approximation to the actual probability distribution. The figure shows several regions where the data density is different. We approximate this varying data density by sampling with replacement from the known data. Region 2 in the figure will then be represented twice as often as region 1 in the generated samples. Thus our computations use not the unknown probability distribution $F$, but an approximation $\hat{F}$. This is the "plug-in principle": the empirical distribution $\hat{F}$ is an estimate of the true distribution $F$. If the approximation is good enough we can derive more information from the data, such as the standard deviation of function values computed over the empirical data set.

## Algorithm 9.1.1 Bootstrap algorithm

i) Select $N$ independent bootstrap samples $\mathbf{x}^{* 1}, \mathbf{x}^{* 2}, \ldots, \mathbf{x}^{* N}$ each consisting of $n$ data values selected with replacement from $X$.
ii) Evaluate the desired statistic $S$ corresponding to each bootstrap sample,

$$
\hat{\theta}^{*}(b)=S\left(\mathbf{x}^{* b}\right) \quad b=1,2, \ldots, N
$$

iii) Estimate the standard error $\hat{s}_{N}$ by the sample standard deviation of the N replications

$$
\hat{s}_{N}=\left(\sum_{b=1}^{N}\left[\hat{\theta}^{*}(b)-\tilde{\theta}\right]^{2} /(N-1)\right)^{1 / 2}
$$

where $\tilde{\theta}=\sum_{b=1}^{N} \hat{\theta}^{*}(b) / N$.
In the case of functional approximation the bootstrap method can be applied in two different ways, but the simpler approach is the following. Assume that a neural network has been trained to approximate the function $\varphi$ associated with the training set $T=\left\{\left(\mathbf{x}_{1}, \mathbf{t}_{1}\right), \ldots,\left(\mathbf{x}_{m}, \mathbf{t}_{m}\right)\right\}$ of $m$ input-output pairs. We can compute a better estimate of the expected mean error by generating $N$ different bootstrap training sets. Each bootstrap training set is generated by selecting $m$ input-output pairs from the original training set randomly and with replacement. The neural network is trained always using the same algorithm and stop criterion. For each network trained we compute:

- The mean squared error $Q_{i}^{*}$ for the $i$-th bootstrap training set,
- The mean squared error for the original data, which we call $Q_{i}^{0}$.

The standard deviation of the $Q_{i}^{*}$ values is an approximation to the true standard deviation of our function fit.

In general, $Q_{i}^{*}$ will be lower than $Q_{i}^{0}$, because the training algorithm adjusts the parameters optimally for the training set at hand. The optimism in the computation of the expected error is defined as

$$
O=\frac{1}{B} \sum_{i=1}^{B}\left(Q_{i}^{0}-Q_{i}^{*}\right)
$$

The idea of this definition is that the original data set is a fair representative of the whole input space and the unknown sample distribution $F$, whereas the bootstrap data set is a fair representative of a generic training set extracted from input space. The optimism $O$ gives a measure of the degree of underestimation present in the mean squared error originally computed for a training set.

There is a complication in this method which does not normally arise when the statistic of interest is a generic function. Normally, neural networks training is nondeterministic because the error function contains several global minima which can be reached when gradient descent learning is used. Retraining of networks with different data sets could lead to several completely
different solutions in terms of the weights involved. This in turn can lead to disparate estimates of the mean quadratic deviation for each bootstrap data set. However, if we want to analyze what will happen in general when the given network is trained with data coming from the given input space, this is precisely the right thing to do because we never know at which local minima training stopped. If we want to analyze just one local minimum we must ensure that training always converges to similar local minima of the error function (only similar because the shape of the error function depends on the training set used and different training sets have different local minima). One way to do this was proposed by Moody and Utans, who trained a neural network using the original data set and then used the weights found as initial weights for the training of the bootstrap data sets [319]. We expect gradient descent to converge to nearby solutions for each of the bootstrap data sets. Especially important is that with the bootstrap method we can compute confidence intervals for the neural approximation [127].

### 9.1.5 The jackknife and cross-validation

A relatively old statistical technique which can be considered a predecessor of the bootstrap method is the jackknife. As in the bootstrap, new data samples are generated from the original data, but in a much simpler manner. If $n$ data points are given, one is left out, the statistic of interest is computed with the remaining $n-1$ points and the end result is the average over the $n$ different data sets. Figure 9.7 shows a simple example comparing the bootstrap with the jackknife for the case of three data points, where the desired statistic is the centroid position of the data set. In the case of the bootstrap there are 10 possible bootstrap sets which lead to 10 different computed centroids (shown in the figure as circles with their respective probabilities). For the jackknife there are 3 different data sets (shown as ellipses) and centroids. The average of the bootstrap and jackknife "populations" coincide in this simple example. The $d$-jackknife is a refinement of the standard method: instead of leaving one point out of the data set, $d$ different points are left out and the statistic of interest is computed with the remaining data points. Mean values and standard deviations are then computed as in the bootstrap.

In the case of neural networks cross-validation has been in use for many years. For a given training set $T$ some of the input-output pairs are reserved and are not used to train the neural network (typically $5 \%$ or $10 \%$ of the data). The trained network is tested with these reserved input-output pairs and the observed average error is taken as an approximation of the true mean squared error over the input space. This estimated error is a good approximation if both training and test set fully reflect the probability distribution of the data in input space. To improve the results $k$-fold cross-validation can be used. The data set is divided into $k$ random subsets of the same size. The network is trained $k$ times, each time leaving one of the $k$ subsets out of the training set and testing the mean error with the subset which was left out. The average of


Fig. 9.7. Comparison of the bootstrap and jackknife sampling points for $n=3$
the $k$ computed mean quadratic errors is our estimate of the expected mean quadratic error over the whole of input space. As in the case of the bootstrap, the initial values of the weights for each of the $k$ training sets can be taken from previous results using the complete data set, a technique called nonlinear cross-validation by Moody and Utans [319], or each network can be trained with random initial weights. The latter technique will lead to an estimation of the mean quadratic deviation over different possible solutions of the given task.

The bootstrap, jackknife, and cross-validation are all methods in which raw computer power allows us to compute confidence intervals for statistics of interest. When applied to neural networks, these methods are even more computationally intensive because training the network repetitively consumes an inordinate amount of time. Even so, if adequate parallel hardware is available the bootstrap or cross-validation provides us with an assessment of the reliability of the network results.

### 9.1.6 Committees of networks

The methods for the determination of the mean quadratic error discussed in the previous section rely on training several networks with the same basic structure. If so much computing power is available, the approximation capabilities of an ensemble of networks is much better than just using one of the trained networks. The combination of the outputs of a group of neural networks has received several different names in the literature, but the most suggestive denomination is undoubtedly committees [339].

Assume that a training set of $m$ input-output pairs $\left(\mathbf{x}^{1}, t_{1}\right), \ldots,\left(\mathbf{x}^{m}, t_{m}\right)$ is given and that $N$ networks are trained using this data. For simplicity we consider $n$-dimensional input vectors and a single output unit. Denote by $f_{i}$ the network function computed by the $i$-th network, for $i=1, \ldots, N$. The network function $f$ produced by the committee of networks is defined as

$$
f=\frac{1}{N} \sum_{i=1}^{N} f_{i}
$$

The rationale for this averaging over the network functions is that if each one of the approximations is biased with respect to some part of input space, an average over the ensemble of networks can reduce the prediction error significantly. For each network function $f_{i}$ we can compute an $m$-dimensional vector $\mathbf{e}^{i}$ whose components are the approximation error of the function $f_{i}$ for each input-output pair. The quadratic approximation error $Q$ of the ensemble function $f$ is

$$
Q=\sum_{i=1}^{m}\left(t_{i}-\frac{1}{N} \sum_{j=1}^{N} f_{j}\left(\mathbf{x}^{i}\right)\right)^{2} .
$$

This can be written in matrix form by defining a matrix $\mathbf{E}$ whose $N$ rows are the $m$ components of each error vector $\mathbf{e}^{i}$ :

$$
\mathbf{E}=\left(\begin{array}{cccc}
e_{1}^{1} & e_{2}^{1} & \cdots & e_{m}^{1} \\
\vdots & \vdots & \ddots & \vdots \\
e_{1}^{N} & e_{2}^{N} & \cdots & e_{m}^{N}
\end{array}\right)
$$

The quadratic error of the ensemble is then

$$
\begin{equation*}
Q=\left|\frac{1}{N}(1,1, \ldots, 1) \mathbf{E}\right|^{2}=\frac{1}{N^{2}}(1,1, \ldots, 1) \mathbf{E E}^{\mathrm{T}}(1,1, \ldots, 1)^{\mathrm{T}} \tag{9.4}
\end{equation*}
$$

The matrix $\mathbf{E E} \mathbf{E}^{\mathrm{T}}$ is the correlation matrix of the error residuals. If each function approximation produces uncorrelated error vectors, the matrix $\mathbf{E E}^{\mathrm{T}}$ is diagonal and the $i$-th diagonal element $Q_{i}$ is the sum of quadratic deviations for each functional approximation, i.e., $Q_{i}=\left\|\mathbf{e}^{i}\right\|^{2}$. In this case

$$
Q=\frac{1}{N}\left(\frac{1}{N}\left(Q_{1}+\cdots+Q_{N}\right)\right)
$$

and this means that the total quadratic error of the ensemble is smaller by a factor $1 / N$ than the average of the quadratic errors of the computed functional approximations. Of course this impressive result holds only if the assumption of uncorrelated error residuals is true. This happens mostly when $N$ is not too large. In some cases even $N=2$ or $N=3$ can lead to significant improvement of the approximation capabilities of the combined network [339].

If the quadratic errors are not uncorrelated, that is if $\mathbf{E E} \mathbf{E}^{\mathrm{T}}$ is not symmetric, a weighted combination of the $N$ functions $f_{i}$ can be used. Denote the $i$-th weight by $w_{i}$. The ensemble functional approximation $f$ is now

$$
f=\sum_{i=1}^{N} w_{i} f_{i}
$$

The weights $w_{i}$ must be computed in such a way as to minimize the expected quadratic deviation of the function $f$ for the given training set. With the same definitions as before and with the constraint $w_{1}+\cdots+w_{N}=1$ it is easy to see that equation (9.4) transforms to

$$
Q=\frac{1}{N^{2}}\left(w_{1}, w_{2}, \ldots, w_{N}\right) \mathbf{E} \mathbf{E}^{\mathrm{T}}\left(w_{1}, w_{2}, \ldots, w_{N}\right)^{\mathrm{T}}
$$

The minimum of this expression can be found by differentiating with respect to the weight vector $\left(w_{1}, w_{2}, \ldots, w_{N}\right)$ and setting the result to zero. But because of the constraint $w_{1}+\cdots+w_{N}=1$ a Lagrange multiplier $\lambda$ has to be included so that the function to be minimized is

$$
\begin{aligned}
Q^{\prime} & =\frac{1}{N^{2}} \mathbf{w} \mathbf{E} \mathbf{E}^{\mathrm{T}} \mathbf{w}^{\mathrm{T}}+\lambda(1,1, \ldots, 1) \mathbf{w}^{\mathrm{T}} \\
& =\frac{1}{N^{2}} \mathbf{w} \mathbf{E} \mathbf{E}^{\mathrm{T}} \mathbf{w}^{\mathrm{T}}+\lambda \mathbf{1} \mathbf{w}^{\mathrm{T}}
\end{aligned}
$$

where $\mathbf{1}$ is a row vector with all its $N$ components equal to 1 . The partial derivative of $Q^{\prime}$ with respect to $\mathbf{w}$ is set to zero and this leads to

$$
\frac{1}{N^{2}} \mathbf{w} \mathbf{E} \mathbf{E}^{\mathrm{T}}+\lambda \mathbf{1}=0
$$

If the matrix $\mathbf{E E} \mathbf{E}^{\mathrm{T}}$ is invertible this leads to

$$
\mathbf{w}=-\lambda N^{2} \mathbf{1}\left(\mathbf{E E}^{\mathrm{T}}\right)^{-1}
$$

From the constraint $\mathbf{w} \mathbf{1}^{\mathrm{T}}=1$ we deduce

$$
\mathbf{w} \mathbf{1}^{\mathrm{T}}=-\lambda N^{2} \mathbf{1}\left(\mathbf{E E}^{\mathrm{T}}\right)^{-1} \mathbf{1}^{\mathrm{T}}=1
$$

and therefore

$$
\lambda=-\frac{1}{N^{2} \mathbf{1}\left(\mathbf{E E}^{\mathrm{T}}\right)^{-1} \mathbf{1}^{\mathrm{T}}}
$$

The final optimal set of weights is

$$
\mathbf{w}=\frac{\mathbf{1}\left(\mathbf{E E}^{\mathrm{T}}\right)^{-1}}{\mathbf{1}\left(\mathbf{E} \mathbf{E}^{\mathrm{T}}\right)^{-1} \mathbf{1}^{\mathrm{T}}}
$$

assuming that the denominator does not vanish. Notice that the constraint $\mathbf{w} \mathbf{1}^{\mathrm{T}}$ is introduced only to simplify the analysis of the quadratic error.

This method can become prohibitive if the matrix $E E^{\mathrm{T}}$ is ill-conditioned or if its computation requires too many operations. In that case an adaptive method can be used. Note that the vector of weights can be learned using a Lagrange network of the type discussed in Chap. 7.

### 9.2 Multiple regression

Backpropagation networks are a powerful tool for function approximation. Figure 9.8 shows the graphs of the output function produced by four networks. The graph on the lower right was produced using four hidden units, the other using three. It can be seen that such a small variation in the topology of the network leads to an increase in the plasticity of the network function. The number of degrees of freedom of a backpropagation network, and therefore its plasticity, depends on the number of weights, which in turn are a function of the number of hidden units. How many of them should be used to solve a given problem? The answer is problem-dependent: in the ideal case, the network function should not have more degrees of freedom than the data itself, because otherwise there is a danger of overtraining the network.


Fig. 9.8. Network functions of networks with one hidden layer

In this section we look at the role of the hidden layer, considering the interplay between layers in a network, but first of all we develop a useful visualization of the multiple regression problem.

### 9.2.1 Visualization of the solution regions

Consider a training set $T=\left\{\left(\mathbf{x}^{1}, a_{1}\right),\left(\mathbf{x}^{2}, a_{2}\right), \ldots,\left(\mathbf{x}^{m}, a_{m}\right)\right\}$ consisting of $n$-dimensional inputs and scalar outputs. We are looking for the best approximate solution to the system of equations

$$
\begin{equation*}
s\left(\mathbf{x}^{i} \cdot \mathbf{w}\right)=a_{i}, \quad \text { for } i=1,2, \ldots, m \tag{9.5}
\end{equation*}
$$

where $s$ denotes, as usual, the sigmoid and $\mathbf{w}$ is the weight vector for a linear associator. If the outputs $a_{i}$ are real and lie in the interval $(0,1)$, equation (9.5) can be rewritten as

$$
\begin{equation*}
\mathbf{x}^{i} \cdot \mathbf{w}=s^{-1}\left(a_{i}\right), \quad \text { for } i=1,2, \ldots, m \tag{9.6}
\end{equation*}
$$

The $m$ equations in (9.6) define $m$ hyperplanes in weight space. If all hyperplanes meet at a common point $\mathbf{w}_{0}$, then this weight vector is the exact solution of the regression problem and the approximation error is zero. If there is no common intersection, there is no exact solution to the problem. When $m>n$, that is, when the number of training pairs is higher than the dimension of weight space, the hyperplanes may not meet at a single common point. In this case we must settle for an approximate solution of the regression problem.

Consider now the polytopes defined in weight space by the system of equations (9.6). First consider the case of a linear associator (eliminating the sigmoid and its inverse). The training equations are in this case

$$
\begin{equation*}
\mathbf{x}^{i} \cdot \mathbf{w}=a_{i}, \quad \text { for } \quad i=1,2, \ldots, m \tag{9.7}
\end{equation*}
$$

If there is no common intersection of the $m$ hyperplanes, we look for the weight vector $\mathbf{w}^{\prime}$ which minimizes the quadratic norms $\varepsilon_{i}^{2}$, where

$$
\begin{equation*}
\varepsilon_{i}=\mathbf{x}^{i} \cdot \mathbf{w}^{\prime}-a_{i}, \text { for } \quad i=1,2, \ldots, m \tag{9.8}
\end{equation*}
$$

A two-dimensional example can serve to illustrate the problem. Consider the three lines $\ell_{1}, \ell_{2}$ and $\ell_{3}$ shown in Figure 9.9. The three do not intersect at a common point but the point with the minimum total distance to the three lines is $\alpha$. This is also the site in weight space which can be found by using linear regression.

Important for the solution of the regression problem is that the square of the distance of $\alpha$ to each line is a quadratic function. The sum of quadratic functions is also quadratic and its minimization presents no special numerical problem. The point $\alpha$ in Figure 9.9 lies at a global minimum (in this case unique) of the error function.

The systems of equations (9.6) and (9.7) are very similar, but when the sigmoid is introduced the approximation error is given by

$$
\begin{equation*}
E=\sum_{i=1}^{m}\left(s\left(\mathbf{x}^{i} \cdot \mathbf{w}\right)-a_{i}\right)^{2} \tag{9.9}
\end{equation*}
$$

which is not a quadratic function of $\mathbf{w}$. Suboptimal local minima can now appear.

Figure 9.10 shows the form of the error function for the same example of Figure 9.9 when the sigmoid is introduced. The error function now has three different local minima and the magnitude of the error can be different in any of them. Gradient descent would find one of the three minima, but not necessarily the best.


Fig. 9.9. Point of minimal distance to three lines


Fig. 9.10. Local minima of the error function

### 9.2.2 Linear equations and the pseudoinverse

Up to this point we have only considered the regression problem for individual linear associators. Consider now a network with two layers of weights, as shown in Figure 9.11. Assume that the training set consists of the $n$ dimensional input vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ and the $k$-dimensional output vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$. Let $\mathbf{W}_{1}$ be the weight matrix between the input sites and the hidden layer (with the same conventions as in Chap. 7, but without bias terms). Let $\mathbf{W}_{2}$ be the weight matrix between hidden and output layer. If all units in the network are linear associators, the output for the input $\mathbf{x}$ is $\mathbf{x} \mathbf{W}_{1} \mathbf{W} 2$. The weight matrix $\mathbf{W}=\mathbf{W}_{1} \mathbf{W}_{2}$ could be used in a network without a hidden layer and the output would be the same. The hidden layer plays a role only if the hidden units introduce some kind of nonlinearity in the computation.


Fig. 9.11. Multilayer network

Assume that the hidden layer consists of $\ell$ units. Let $\mathbf{Y}$ denote the $m \times k$ matrix whose rows are the row vectors $\mathbf{y}^{i}$, for $i=1, \ldots, m$. Let $\mathbf{Z}$ denote the $m \times \ell$ matrix whose rows are each one of the vectors produced by the hidden layer for the inputs $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$. The output of the network can be written as

$$
\mathbf{Y}=\mathbf{Z} \mathbf{W}_{2}
$$

It is interesting to point out that this condition is always fulfilled if the $m$ rows of the matrix $\mathbf{Z}$ are linearly independent. In that case there exists a matrix called the pseudoinverse $\mathbf{Z}^{+}$such that $\mathbf{Z Z}{ }^{+}=\mathbf{I}$, where $\mathbf{I}$ denotes the $m \times m$ identity matrix (we will discuss the properties of the pseudoinverse in Chap. ??). Setting $\mathbf{W}_{2}=\mathbf{Z}^{+} \mathbf{Y}$ we get $\mathbf{Y}=\mathbf{Z} \mathbf{W}_{2}$ because $\mathbf{Z} \mathbf{Z}^{+} \mathbf{Y}=\mathbf{Y}$ [349]. If the input vectors can be mapped to linearly independent vectors in the hidden layer the learning problem has a solution. This requires that $m \leq \ell$. This loose upper bound on the number of hidden units is not better than when each hidden unit acts as a feature detector for each input vector. Genuine learning problems can usually be solved with smaller networks.

### 9.2.3 The hidden layer

We can give the nonlinearity in the hidden layer a geometric interpretation. The computation between input sites and hidden layer corresponds to a linear transformation followed by a nonlinear "compression", that is, the evaluation of a squashing function at the hidden units. Let us first consider units with a step function as nonlinearity, that is, perceptrons. Assume that a unit in the hidden layer has the associated weight vector $\mathbf{w}_{1}$. All vectors in input space close enough to vector $\mathbf{w}_{1}$ are mapped to the same vector in feature space, for example the vector $(0,1)$ in a network with two hidden units. A cone around vector $\mathbf{w}_{1}$ acts as its basin of attraction. Figure 9.12 also shows the basin of attraction of vector $\mathbf{w}_{2}$. Vectors close to $\mathbf{w}_{2}$ are mapped to the vector $(1,0)$ in feature space.


Fig. 9.12. Mapping input space into feature space

If all computed vectors in feature space are linearly independent, it is possible to find a matrix $\mathbf{W}_{2}$ that produces any desired output. If not a step function but a sigmoid is used as nonlinearity, the form of the basins of attraction changes and the vectors in feature space can be a combination of the basis vectors.

We can summarize the functioning of a network with a hidden layer in the following way: the hidden layer defines basins of attraction in input space so that the input vectors are mapped to vectors in feature space. Then, it is necessary to solve a linear regression problem between hidden and output layer in order to minimize the quadratic error over the training set.

### 9.2.4 Computation of the pseudoinverse

If $m$ input vectors are mapped to $m \ell$-dimensional linearly independent vectors $\mathbf{z}^{1}, \mathbf{z}^{2}, \ldots, \mathbf{z}^{m}$ in feature space, the backpropagation algorithm can be used to find the $\ell \times m$ matrix $\mathbf{Z}^{+}$for which $\mathbf{Z} \mathbf{Z}^{+}=\mathbf{I}$ holds. In the special case $m=\ell$ we are looking for the inverse of the square matrix $\mathbf{Z}$. This can be done using gradient descent. We will come back to this problem in Chap. ??. Here we only show how the linear regression problem can be solved.

The network in Figure 9.13 can be used to compute the inverse of $\mathbf{Z}$. The training input consists of the $m$ vectors $\mathbf{z}^{1}, \mathbf{z}^{2}, \ldots, \mathbf{z}^{m}$ and the training output of the $m$ rows of the $m \times m$ identity matrix (the elements of the identity matrix are represented by Kronecker's delta, and the $j$-th component of the network output for the $i$-th training vector by $o_{j}^{i}$ ). When the input vectors are linearly independent the error function has a unique global minimum, which can be found using the backpropagation algorithm. The weight matrix $\mathbf{W}$ converges to $\mathbf{Z}^{-1}$.

If the $m$ input vectors are not linearly independent, backpropagation nevertheless finds a minimum of the error function. This corresponds to the problem in which we do not look for the common intersection of hyperplanes but for the point with the minimal cumulative distance to all of them (Figure 9.9). If the minimum is unique the network finds the pseudoinverse $\mathbf{Z}^{+}$of the matrix


Fig. 9.13. Network for the computation of the inverse
Z. If the minimum is not unique (this can happen when $m<\ell$ ) it is necessary to minimize the norm of the weight matrix in order to find the pseudoinverse [14]. This can be done by adding a decay term to the backpropagation weight updates. The modified updates are given by

$$
\Delta w_{i j}=-\gamma \frac{\partial E}{\partial w_{i j}}-\kappa w_{i j}
$$

where $\kappa$ and $\gamma$ denote constants. The decay term tends to lower the magnitude of each weight-it corresponds to the negative partial derivative of $w_{i j}^{2}$ with respect to $w_{i j}$.

### 9.3 Classification networks

Multilayered neural networks have become a popular tool for a growing spectrum of applications. They are being applied in robotics, in speech or pattern recognition tasks, in coding problems, etc. It has been said that certain problems are theory-driven whereas others are data-driven. In the first class of problems theory predominates, in the latter there is much data but less theoretical understanding. Neural networks can discover statistical regularities and keep adjusting parameters even in a changing environment. It is interesting to look more closely at some applications where the statistical properties of neural networks become especially valuable.

There are many applications in which a certain input has to be classified as belonging to one of $k$ different classes. The input is a certain measurement which we want to label in a predetermined way. This kind of problem can be solved by a classification network with $k$ output units. Given a certain input vector $\mathbf{x}$ we expect the network to set the output line associated with the correct classification of $\mathbf{x}$ to 1 and the others to 0 . In this section we discuss how to train such networks and then we look more closely at the range of output values being produced.

### 9.3.1 An application: NETtalk

Speech synthesis systems have been commercially available for quite a number of years now. They transform a string of characters into a string of phonemes by applying some linguistic transformation rules. The number of such rules is rather large and their interaction is not trivial [196].

In the 1980s Sejnowski and Rosenberg developed a backpropagation network that was able to synthesize speech of good quality without applying explicit linguistic transformations [396]. The authors used a backpropagation network composed of seven groups of 29 input sites, 80 hidden and 26 output units. The text to be pronounced by the system is scanned using a sliding window of seven characters. Each one of the characters is coded as one of 29 possible letters (one input line is set to 1 the other 28 to 0 ). Consequently there are $7 \times 29=203$ input sites. The network must produce the correct phoneme for the pronunciation of the character in the middle of the window, taking into account the three characters of context to the left and to the right. The network was connected to an electronic speech synthesizer capable of synthesizing 26 phonemes (later variants of NETtalk have used more phonemes). The network contains around 18,000 weights which must be found by the learning algorithm. We expect the network to be able to extract the statistical regularities from the training set by itself.


Fig. 9.14. The NETtalk architecture

The training set consists of a corpus of several hundred words, together with their phonetic transcription. The network is trained to produce a 1 at the output unit corresponding to the right phoneme. After training, an unknown text is scanned and the output units are monitored. At each time step only the unit with the maximum output level is selected. Surprisingly, the speech generated is of comparable quality to that produced by much more intricate rule-based systems.

Sejnowski and Rosenberg also looked at the proficiency of the network at different learning stages. At the beginning of learning the network made some of the same errors as children do when they learn to speak. Damaging some of the weights produced some specific deficiencies. Analyzing the code produced by the hidden units, the authors determined that some of them had implicitly learned some of the known linguistic rules.

NETtalk does not produce exactly ones or zeros, and the pronounced phoneme is determined by computing the maximum of all output values. It is interesting to ask what the produced output values stand for. One possibility is that it indeed represents the probability that each phoneme could be the correct one. However, the network is trained with binary values only, so that the question to be answered is: how do classifier networks learn probabilities?

### 9.3.2 The Bayes property of classifier networks

It is now well known that neural networks trained to classify an $n$-dimensional input $x$ in one out of $M$ classes can actually learn to compute the a posteriori probabilities that the input $x$ belongs to each class. Several proofs of this fact, differing only in the details, have been published [65, 365], but they can be simplified. In this section we offer a shorter proof of the probability property of classifier neural networks proposed by Rojas [377].


Fig. 9.15. The output $y(v)$ in a differential volume

Part (a) of Figure 9.15 shows the main idea of the proof. Points in an input space are classified as belonging to a class $A$ or its complement. This is the first simplification: we do not have to deal with more than one class. In classifier networks, there is one output line for each class $C_{i}, i=1, \ldots, M$. Each output $C_{i}$ is trained to produce a 1 when the input belongs to class $i$, and otherwise a 0 . Since the expected total error is the sum of the expected individual errors of each output, we can minimize the expected individual
errors independently. This means that we need to consider only one output line and whether it should produce a 1 or a 0 .

Proposition 13. A classifier neural network perfectly trained and with enough plasticity can learn the a posteriori probability of an empirical data set.

Proof. Assume that input space is divided into a lattice of differential volumes of size $d v$, each one centered at the $n$-dimensional point $v$. If at the output representing class $A$ the network computes the value $y(v) \in[0,1]$ for any point $x$ in the differential volume $V(v)$ centered at $v$, and denoting by $p(v)$ the probability $p(A \mid x \in V(v))$, then the total expected quadratic error is

$$
E_{A}=\sum_{V}\left\{p(v)(1-y(v))^{2}+(1-p(v)) y(v)^{2}\right\} d v
$$

where the sum runs over all differential volumes in the lattice. Assume that the values $y(v)$ can be computed independently for each differential volume. This means that we can independently minimize each of the terms of the sum. This is done by differentiating each term with respect to the output $y(v)$ and equating the result to zero:

$$
-2 p(v)(1-y(v))+2(1-p(v)) y(v)=0
$$

From this expression we deduce $p(v)=y(v)$, that is, the output $y(v)$ which minimizes the error in the differential region centered at $v$ is the a posteriori probability $p(v)$. In this case the expected error is

$$
p(v)(1-p(v))^{2}+(1-p(v)) p(v)^{2}=p(v)(1-p(v))
$$

and $E_{A}$ becomes the expected variance of the output line for class $A$.
Note that extending the above analysis to other kinds of error functions is straightforward. For example, if the error at the output is measured by $\log (1-y(v))$ when the desired output is 1 , and $\log (y(v))$ when it is 0 , then the terms in the sum of expected differential errors have the form

$$
p(v) \log (1-y(v))+(1-p(v)) \log (y(v))
$$

Differentiating and equating to zero we again find $y(v)=p(v)$.
This short proof also strongly underlines the two conditions needed for neural networks to produce a posteriori probabilities, namely perfect training and enough plasticity of the network, so as to be able to approximate the patch of probabilities given by the lattice of differential volumes and the values $y(v)$ which we optimize independently of each other.

It is still possible to offer a simpler visual proof "without words" of the Bayesian property of classifier networks, as is done in part (b) of Figure 9.15. When training to produce 1 for the class $A$ and 0 for $A^{c}$, we subject the
function produced by the network to an "upward force" proportional to the derivative of the error function, i.e., $(1-y(v))$, and the probability $p(v)$, and a downward force proportional to $y(v)$ and the probability $(1-p(v))$. Both forces are in equilibrium when $p(v)=y(v)$.

This result can be visualized with the help of Figure 9.16. Several nondisjoint clusters represent different classes defined on an input space. The correspondence of each input vector to a class is given only probabilistically. Such an input space could consist for example of $n$-dimensional vectors, in which each component is the numerical value assigned to each of $n$ possible symptoms. The classes defined over this input space are the different illnesses. A vector of symptoms corresponds to an affliction with some probability. This is illustrated in Figure 9.16 with the help of Gaussian-shaped probability distributions. The clusters overlap, because sometimes the same symptoms can correspond to different ailments. Such an overlap could only be suppressed by acquiring more information.


Fig. 9.16. Probability distribution of several classes in feature space

This is a nice example of the kind of application that such classification networks can have, namely in medical diagnosis. The existing data banks can be used as training sets for a network and to compute the margin of error associated with the classifications. The network can compute a first diagnosis, which is then given to a physician who decides whether or not to take this information into account.

### 9.3.3 Connectionist speech recognition

In automatic speech recognition we deal with the inverse problem of NETtalk: given a sequence of acoustic signals, transcribe them into text. Speech recognition is much more difficult than speech synthesis because cognitive factors play a decisive role. The recognition process is extremely sensitive to context in such a way that, if some phonemes are canceled in recorded speech, test subjects do not notice any difference. We are capable of separating speech
signals from background noise (the so-called cocktail party effect) without any special effort, whereas this separation is a major computational problem for existing speech recognition systems. This leads to the suspicion that in this case deterministic rules would do much worse than a statistical system working with probabilities and likelihoods.

Building computers capable of automatically recognizing speech has been an old dream of both the field of electronics and computer science. Initial experiments were conducted as early as the 1950s, and in the 1960s some systems were already capable of recognizing vowels uttered by different speakers [12]. But until now all expectations have not been fully met. We all know of several small-scale commercial applications of speech technology for consumer electronics or for office automation. Most of these systems work with a limited vocabulary or are speaker-dependent in some way. Yet current research has as its goal the development of large-vocabulary speaker-independent continuous speech recognition. This long chain of adjectives already underlines the difficulties which still hamper the large-scale commercial application of automatic speech recognition: We would like the user to speak without artificial pauses, we would like that the system could understand anybody, and this without necessarily knowing the context of a conversation or monologue.

Artificial neural networks have been proposed as one of the building blocks for speech recognizers. Their function is to provide a statistical model capable of associating a vector of speech features with the probability that the vector could represent any of a given number of phonemes. Neural networks have here the function of statistical machines. Nevertheless we will see that our knowledge of the speech recognition process is still very limited so that fully connectionist models are normally not used. Researchers have become rather pragmatic and combine the best features of neural modeling with traditional algorithms or with other statistical approaches, like Hidden Markov Models, which we will briefly review. Current state-of-the-art systems combine different approaches and are therefore called hybrid speech recognition systems.

## Feature extraction

The first problem for any automatic speech recognizer is finding an appropriate representation of the speech signal. Assume that the speech is sampled at constant intervals and denote the amplitude of the speech signal by $x(0), x(2), \ldots, x(n-1)$. For good recognition the time between consecutive measurements should be kept small. The microphone signal is thus a more or less adequate representation of speech but contains a lot of redundancy. It would be preferable to reduce the number of data points in such a way as to preserve most of the information: this is the task of all feature extraction methods. Choosing an appropriate method implies considering the speech production process and what kind of information is encoded in the acoustic signal.


Fig. 9.17. Temporal variation of the spectrum of the speech signal

Speech is produced in the vocal tract, which can be modeled as a tube of varying diameter extending from the vocal chords to the lips. The vocal chords produce a periodic pressure wave which travels along the vocal tract until the energy it contains is released through the mouth and nose. The vocal tract behaves as a resonator in which some frequencies are amplified whereas others are eliminated from the final speech signal. Different configurations of the vocal organs produce different resonating frequencies, so that it is safe to assume that detecting the mixture of frequencies present in the speech signal can provide us with information about the particular configuration of the vocal tract, and from this configuration we can try to deduce what phoneme has been produced.

Figure 9.17 shows a temporal sequence of stylized spectra. The first spectrum, for example, corresponds to the vowel "a". There are four fairly distinct resonance maxima. They are called the formants of the speech signal. Each phoneme has a distinctive formant signature and if we could identify the sequence of formant mixtures we could, in principle, decode the speech signal.

Many methods have been proposed to deal with the task of spectral analysis of speech. Some of them have a psychophysical foundation, that is, they are based on physiological research on human hearing [353]. Others have arisen in other fields of engineering but have proved to be adequate for this task. Certainly one of the simplest, but also more powerful, approaches is computing a short-term Fourier spectrum of the speech signal.

## Fourier analysis

Given a data set $\mathbf{x}=(x(0), x(2), \ldots, x(n-1))$ it is the task of Fourier analysis to reveal its periodic structure. We can think of the data set as function $X$
evaluated at the points $0,2, \ldots, n-1$. The function $X$ can be written as a linear combination of the basis functions

$$
\begin{aligned}
f_{0}(t) & =\frac{1}{\sqrt{n}}\left(\cos \left(2 \pi t \frac{0}{n}\right)-i \sin \left(2 \pi t \frac{0}{n}\right)\right)=\frac{1}{\sqrt{n}}\left(\omega_{n}^{*}\right)^{0 \cdot t} \\
f_{1}(t) & =\frac{1}{\sqrt{n}}\left(\cos \left(2 \pi t \frac{1}{n}\right)-i \sin \left(2 \pi t \frac{1}{n}\right)\right)=\frac{1}{\sqrt{n}}\left(\omega_{n}^{*}\right)^{1 \cdot t} \\
\vdots & \vdots \\
f_{n-1}(t) & =\frac{1}{\sqrt{n}}\left(\cos \left(2 \pi t \frac{n-1}{n}\right)-i \sin \left(2 \pi t \frac{n-1}{n}\right)\right)=\frac{1}{\sqrt{n}}\left(\omega_{n}^{*}\right)^{(n-1) \cdot t}
\end{aligned}
$$

where $\omega_{n}$ denotes the $n$-th complex root of unity $\omega_{n}=\exp (2 \pi i / n)$ and $\omega_{n}^{*}$ its complex conjugate. Writing the data set as a linear combination of these functions amounts to finding which of the given frequencies are present in the data. Denote by $\mathbf{F}_{n}^{*}$ the $n \times n$ matrix whose columns are the basis functions evaluated at $t=0,1, \ldots, n-1$, that is, the element at row $i$ and column $j$ of $\mathbf{F}_{n}^{*}$ is $\left(\omega_{n}^{*}\right)^{i j} / \sqrt{n}$, for $i, j=0, \ldots, n-1$. We are looking for a vector a of amplitudes such that

$$
\mathbf{F}_{n}^{*} \mathbf{a}=\mathbf{x}
$$

The $n$-dimensional vector $\mathbf{a}$ is the spectrum of the speech signal. The matrix $\mathbf{F}_{n}$ defined as

$$
\mathbf{F}_{n}=\frac{1}{\sqrt{n}}\left(\begin{array}{llc}
\omega_{n}^{0} & \omega_{n}^{0} & \cdots \\
\omega_{n}^{0} & \omega_{n}^{1} & \cdots \\
\omega_{n}^{0} \\
\omega_{n}^{0} \omega_{n}^{2} & \cdots & \omega_{n}^{2 n-1} \\
\vdots & & \ddots
\end{array}\right] \vdots .
$$

is the transpose conjugate of the matrix $\mathbf{F}_{n}^{*}$. Since the basis functions $f_{0}, \ldots, f_{n-1}$ are mutually orthogonal, this means that $\mathbf{F}_{n}^{*}$ is unitary and in this case

$$
\mathbf{F}_{n} \mathbf{F}_{n}^{*} \mathbf{a}=\mathbf{F}_{n} \mathbf{x} \quad \Rightarrow \quad \mathbf{a}=\mathbf{F}_{n} \mathbf{x}
$$

The expression $\mathbf{F}_{n} \mathbf{x}$ is the discrete Fourier transform of the vector $\mathbf{x}$. The inverse Fourier transform is given of course by

$$
\mathbf{F}_{n}^{*} \mathbf{F}_{n} \mathbf{x}=\mathbf{F}_{n}^{*} \mathbf{a} \quad \Rightarrow \quad \mathbf{x}=\mathbf{F}_{n}^{*} \mathbf{a}
$$

The speech signal is analyzed as follows: a window of length $n$ ( $n$ data samples) is used to select the data. Such a window can cover, for example, 10 milliseconds of speech. The Fourier transform is computed and the magnitudes of the spectral amplitudes (the absolute values of the elements of the vector a) are stored. The window is displaced to cover the next set of $n$ data points and the new Fourier transform is computed. In this way we get a sequence of short-term spectra of the speech signal as a function of time, as shown in Figure 9.17. Since each articulation has a characteristic spectrum, our speech recognition algorithms should recover from this kind of information the correct sequence of phonemes.

## Fast transformations

Since we are interested in analyzing the speech signal in real time it is important to reduce the number of numerical operations needed. A Fourier transform computed as a matrix-vector multiplication requires around $O\left(n^{3}\right)$ multiplications. A better alternative is the Fast Fourier transform, which is just a rearrangement of the matrix-vector multiplication. The left graphic in Figure 9.18 shows the real part of the elements of the Fourier matrix $\mathbf{F}_{n}$ (the shading is proportional to the numerical value). The recursive structure of the matrix is not immediately evident, but if the even columns are permuted to the left side of the matrix and the odd columns to the right, the new matrix structure is the one shown on the right graphic in Figure 9.18. Now the recursive structure is visible. The matrix $\mathbf{F}_{n}$ consists of four submatrices of dimension $n / 2 \times n / 2$, which are related to the matrix $\mathbf{F}_{n / 2}$ through a simple formula. In order for the reduction process to work, $n$ must be a power of two.


Fig. 9.18. The Fourier matrix and the permuted Fourier matrix

This rearrangement of the Fourier matrix is the basis of the Fast Fourier Transform (FFT) (See Exercise 3).

Many speech recognition systems use some kind of variation of the Fourier coefficients. The problem with short-term spectra is that the base frequency of the speaker should be separated from the medium-term information about the shape of the vocal tract. Two popular alternatives are cepstral coefficients and linear predictive coding (LPC) [353, 106].

## Training of the classifier

Neural networks are used as classifier networks to compute the probability that any of a given set of phonemes could correspond to a given spectrum and the context of the spectrum. The speech signal is divided into frames of, for example, 10 ms length. For each frame the short-term spectrum or cepstrum is computed and quantized using 18 coefficients. We can train a network to
associate spectra with the probability that each phoneme is present in a speech segment. A classifier network like the one shown in Figure 9.20 is used. The coefficients of the six previous and also of the six following frames are used together with the coefficients of the frame we are evaluating. The dimension of the input vector is thus 234 . If we consider 61 possible phonemes we end up with the network of Figure 9.20, which is in fact very similar to NETtalk.


Fig. 9.19. Training window for the neural network

The network is trained with labeled speech data. There are several data bases which can be used for this purpose, but also semiautomatic methods for speech labeling can be used [65]. Once the network has been trained it can be used to compute the emission probabilities of phonemes.


Fig. 9.20. Classification network for 61 phonemes

## Hidden Markov Models

In speech recognition researchers postulate that the vocal tract shapes can be quantized into a discrete set of states roughly associated with the phonemes that compose speech. But when speech is recorded the exact transitions in the vocal tract cannot be observed and only the produced sound can be measured at some predefined time intervals. These are the emissions, and the states of the system are the quantized configurations of the vocal tract. From the measurements we want to infer the sequence of states of the vocal tract, i.e., the sequence of utterances which gave rise to the recorded sounds. In order to make this problem manageable, the set of states and the set of possible sound parameters are quantized.

A first-order Markov model is any system capable of assuming one of $n$ different states at time $t$. The system does not change its state at each time step deterministically but according to a stochastic dynamic. The probability of transition from the $i$-th to the $j$-th state at each step is given by $0 \leq p_{i j} \leq 1$ and does not depend on the previous history of transitions. We also assume that at each step the model emits one of $m$ possible output values. We call the probability of emitting the $k$-th output value $\mathbf{x}$ while in the $i$-th state $b_{i k}=P\left(\mathbf{x}_{k} \mid s_{i}\right)$. Starting from a definite state at time $t=0$, the system is allowed to run for $T$ time units and the generated outputs are recorded. Each new run of the system produces in general a different sequence of output values.


Fig. 9.21. A Hidden Markov Model

A Hidden Markov Model has the structure shown in Figure 9.21. The state transitions remain invisible for the observer (we cannot see the configuration of the vocal tract). The only data provided are the emissions (i.e., the spectrum of the signal) at some points in time. Figure 9.21 represents a model with four states, linked in such a way that we have sequential transitions. This model could represent the vocalization of a word. Each of the states $s_{i}$ is a phoneme. Note that there is a probability $p_{i i}$ that a phoneme state is re-
peated. This represents the case in which a speaker pronounces a word more slowly. In general, the word models constructed are more complicated than this. Especially in the case of very common words, we need more structure in the Markov model, as shown in Figure 9.22 which is a HMM for the word "and" [461]. The labeling of the nodes corresponds to the standard phonetic denomination of the relevant phonemes for this example.


Fig. 9.22. Markov chain for the word "and"

The general problem we have when confronted with the recorded sequence of output values of a HMM is to compute the most probable sequence of state transitions which could have produced them. But first of all, we have to train the model, that is, compute the transition and emission probabilities. We discussed in Sect. 7.4.2 how this can be done applying the backpropagation algorithm.

## Computation of the most probable path

Once a set of emission probabilities has been computed for several time frames $1,2 \ldots, m$ it is necessary to compute the most probable path of transitions of the vocal tract and emissions. This can be done using dynamic programming methods of the same type as those generically known as time warping.

The general method is the following: the trained classifier network is applied to the speech data and for every time frame we obtain from the network the a posteriori probability of 61 phonemes. Figure 9.23 shows, for example,
that for $t=1$, that is for the first frame, the probability of having detected phoneme 1 is 0.1 , for phoneme 2 it is 0.7 , etc. For the second frame $(t=2)$ we get another set of 61 a posteriori probabilities and so on. We are looking for the path connecting the true sequence of produced sounds (the shaded portions of the table). The probability of any path is given by the product of the a posteriori probabilities of the phoneme sequence and the probability of transitions between phonemes. Denote by $p_{a}^{(t)}$ the a posteriori probability of phoneme $a$ at time $t$ and by $a_{i, j}$ the transition probability from phoneme $i$ to phoneme $j$. Given any sequence of phonemes $k_{1}, k_{2}, \ldots, k_{m}$ the probability $P$ of this special sequence is given by

$$
P=p_{k_{1}}^{(1)} a_{k_{1}, k_{2}} p_{k_{2}}^{(2)} a_{k_{2}, k_{3}} \cdots p_{k_{m}}^{(m)}
$$

The transition probabilities are taken from the trained HMM for a word (in this case we are doing isolated word recognition). We pick the sequence of transitions with the greatest probability $P$ and record it. The same procedure is repeated for all words in the vocabulary and the word with the greatest associated probability is selected as result of the recognition process.


Fig. 9.23. Determination of the most probable path

The method used for the computation of the optimal path is dynamic programming [12]. Nevertheless it should be mentioned that one problem with this approach is that the long products of probabilities sometimes produce very small values which are difficult to discriminate. See [65] for an in-depth discussion of the pitfalls associated with speech recognition based on neural models.

### 9.3.4 Autoregressive models for time series analysis

It has been always an important issue to develop good forecasting techniques for time series in economics and statistics. A stochastic variable $X$ produces a sequence of observations $x_{1}, x_{2}, \ldots, x_{t}$ at $t$ different points in time that can be used to forecast the value of the variable at time $t+1$. If there is a functional relation between the successive values of the stochastic variable, we can try to formulate a linear or nonlinear model of the time series. Usually, linear models have been favored because of the accumulated experience and existing literature.

The general approach used in the neural networks field is to use historical values of the time series to train the network and test it with new values. Assume that the network has 8 input sites and one output. We can use the values $x_{1}, x_{2}, \ldots, x_{8}$ to forecast the value $x_{9}$. Sliding the training window one step at a time we can extract $n-8$ training examples from a time series with $n$ data points. The network learns to forecast $x_{t}$ using $x_{t-8}, \ldots, x_{t-1}$ as input. After several training steps we can measure how well the network has learned to forecast the future [291, 446].


Fig. 9.24. Time series and a training window

This technique corresponds to the autoregression models popular among statisticians [86]. The desired approximation is of the type

$$
x_{t}=\alpha_{0}+\alpha_{1} x_{t-1}+\alpha_{2} x_{t-2}+\cdots+\alpha_{p} x_{t-p}+Z_{t}
$$

where $\alpha_{1}, \ldots, \alpha_{p}$ are constants and $Z_{t}$ a stochastic variable. This is a linear model of the kind considered before. Note that in this case we are predicting only one value into the future.

If we want to predict more than one step into the future, we can use the schema

$$
x_{t+q}=\alpha_{0}+\left(\beta_{0} x_{t}+\cdots+\beta_{q-1} x_{t+q-1}\right)+\left(\alpha_{1} x_{t-1}+\cdots+\alpha_{p} x_{t-p}\right)
$$

where we use the result of previous predictions ( $x_{t}$ to $x_{t+q-1}$ ) in the forecast generated for step $t+q$. The system has now a built-in feedback which complicates the numerical solution. The well-known ARMA models (autoregressive moving average) have this structure.

Since nonlinear models are more general than the linear ones, we could expect that neural networks should lead to better forecasts. However, financial or other complicated time series are seldom easy to handle. Normally several statistical tests and different preprocessing techniques have to be applied before deciding on the best statistical forecasting method. In the case of economic time series, the number of degrees of freedom of the system is so large that search space has to be constrained in a decisive manner. In many cases, it is also almost impossible to base a forecast on the time series alone. If we want to forecast stock market prices, we have to consider other factors such as interest and inflation rates, foreign exchange situation, etc. It is not surprising that naive experiments where only a few parameters are considered cannot lead to successful forecasts [467].

The best results have been obtained with econometric models that relate several variables and functional dependencies. Some authors have coupled neural networks with expert systems in order to remove some of the uncertainties associated with simple-minded autoregressive models [53].

### 9.4 Historical and bibliographical remarks

The connection between neural networks and statistical models has spawned an active research community. Many new studies in this direction have been made since the pioneering investigations of the PDP group [421], but much work remains to be done. It should always be emphasized that feed-forward networks are a method of function approximation that must be applied carefully and with the necessary expertise from the problem domain. There are many negative examples of the kind of forecasting errors that poorly applied neural methods can produce [99]

The bootstrap was introduced by Efron [125], but similar ideas had already been proposed several years earlier in the Monte Carlo literature of hypothesis testing and by researchers trying to compute better confidence intervals. The method received its name because it models an unknown probability distribution by pulling on its own bootstraps, i.e., by resampling the given data set. A good introduction to the bootstrap method and some of its applications is [126]. Tukey [434] studied the properties of the jackknife method and gave it its name. Cross-validation has been used in many different contexts since the 1970s and some authors have investigated its usefulness in model selection.

There are now so many applications of backpropagation networks that even just mentioning the more significant would take too much space. NETtalk
was one of the first examples of how a connectionist system could reach the proficiency of a rule-based system with much less effort and fewer assumptions. Other systems similar to NETtalk have been built to deal with cognitive problems like the association of visual and semantic cues. By damaging part of the network disorders such as dyslexia can be modeled. Plaut and Shallice have called this the "neurophysiology" of neural networks [345]. Another classical application is Neurogammon, a program that can play backgammon at the master's level. This program was the first learning system that could win a computer tournament. This was significant because the self-organizing neural network was able to defeat rule-based systems with a large amount of invested design work. The new version of the program, called TD-Gammon, is even better [426]. It is trained using the method of temporal differences, which is an especially powerful approach for nondeterministic games.

It has been an old dream of a fraction of the neural network community to apply neural networks for the forecasting of financial futures. Some banks have started projects to compare the new with the traditional methods. The published results are somewhat contradictory, because in many cases the experiments are performed off-line, that is without actual trading. Under such circumstances a high-risk approach can sometimes produce impressive results which would otherwise be forbidden under realistic conditions [245]. More disturbing is the fact that if a good forecasting technique finds its way into the real market, the whole exercise can become self-defeating. If everybody, or at least a significant part of the market actors, can predict the future and try to cash on this knowledge, the market will move to a new equilibrium where nobody can profit from the others. This makes the neural system of Odom and Sharda [330] the more interesting, since it can predict future bankruptcies, maybe even of one's own company. More interesting results were obtained by the networks submitted to the time series competition hosted by the Santa Fe Institute during 1992 [441]. Some neural systems were able to provide good forecasts for a wide range of time series taken from synthetic and real-world problems.

## Exercises

1. Show that the mean $\bar{x}$ of $n$ real numbers $x_{1}, x_{2}, \ldots, x_{n}$ is also the expected value of the mean of $N$ bootstrap samples.
2. Train a feed-forward network to approximate a polynomial using bootstrap samples of the training set. Make a graph of the different network functions. Can you compute the confidence intervals of the functional approximation?
3. The non-symmetric discrete Fourier transform is defined using the matrix
where $\omega_{n}$ denotes the $n$-th complex root of unity ( $n$ a power of two). Show that $\mathbf{F}_{n}$ can be written as

$$
\mathbf{F}_{n}=\left(\begin{array}{cc}
\mathbf{F}_{n / 2} & \mathbf{D} \mathbf{F}_{n / 2} \\
\mathbf{F}_{n / 2} & -\mathbf{D F}_{n / 2}
\end{array}\right)
$$

where $\mathbf{D}$ is a diagonal matrix. Derive from this result the FFT algorithm.
4. Train a network that can make a one-step prediction of a synthetic time series. Generate the data using a sum of several sinusoidal functions with different frequencies, phases, and amplitudes.

## The Complexity of Learning

### 10.1 Network functions

In the previous chapters we extensively discussed the properties of multilayer neural networks and some learning algorithms. Although it is now clear that backpropagation is a statistical method for function approximation, two questions remain open: firstly, what kind of functions can be approximated using multilayer neural networks, and secondly, what is the expected computational complexity of the learning problem. We deal with both issues in this chapter.

### 10.1.1 Learning algorithms for multilayer networks

The backpropagation algorithm has the disadvantage that it becomes very slow in flat regions of the error function. In that case the algorithm should use a larger iteration step. However, this is precluded by the length of the gradient, which is too small in these problematic regions. Gradient descent can be slowed arbitrarily in these cases.

We may think that this kind of problem could be solved by switching the learning algorithm. Maybe there is a learning method capable of finding a solution in a number of steps that is polynomial in the number of weights in the network. But this is not so. We show in this chapter that finding the appropriate weights for a learning problem consisting of just one input-output pair is computationally hard. This means that this task belongs to the class of $N P$-complete problems, for which no polynomial time algorithm is known, because it probably does not exist.

### 10.1.2 Hilbert's problem and computability

The renowned mathematician David Hilbert indirectly provided the problem whose solution will bring us to the core of the function approximation issue. During his keynote speech in 1900 at the International Congress of Mathematicians in Paris, he formulated 23 problems which he identified as those whose
solution would bring mathematical research forward in the 20th Century [19]. The thirteenth problem dealt with the old question of solving algebraic equations. Hilbert's hypothesis was: "It is probable that the root of an equation of seventh degree is such a function of its coefficients that it does not belong to the class of functions representable with nomographic methods, that is, it cannot be represented by a finite composition of functions of two arguments. To decide this, it should be proved that the equation

$$
f^{7}+x f^{3}+y f^{2}+z f+1=0
$$

of seventh degree cannot be solved using functions of two arguments".
This abstract formulation can be better understood by comparing it to similar simpler problems. Analytic formulas to solve equations of the second, third, and fourth degree, which make use exclusively of elementary arithmetic operations and of the square root function, have been known for a long time [67]. A finite number of steps is needed to get a solution. The roots of the quadratic equation $a x^{2}+b x+c=0$, for example, can be computed using a finite composition of algebraic operations, as shown in Figure 10.1.


Fig. 10.1. Network for the computation of the roots of quadratic equations

Abel showed that for algebraic equations of degree higher than five, there is no such finite composition of algebraic operations that could compute its roots. Therefore there is no algebraic formula to find them and no finite network of algebraic nodes can be built to compute them either. However, the roots of the algebraic equation of seventh degree can be represented as a finite composition of other non-algebraic functions. A method which was very popular before the advent of computers was nomography, which works with graphical representations of functions. Figure 10.2 shows an example. The
vertical projection of the point where the two curves $u=2$ and $v=1.5$ meet gives the value of $F(2,1.5)$, where $F$ is the function to be computed using the nomographic method. There are many functions that can be represented in this way. The composition of functions of two arguments can be computed nomographically by connecting two graphical representations using special techniques [129]. With nomography it is possible to find an approximate solution for a given equation. However, if Hilbert's hypothesis was correct, this would mean that for equations of degree higher than seven, we cannot find any finite composition of functions of two arguments to compute their roots, and therefore no nomographical composition of the kind discussed above would lead to the solution. This would be a generalization of Abel's result and would restrict the applicability of nomographic methods.


Fig. 10.2. Nomographic representation of the function $F(u, v)$

### 10.1.3 Kolmogorov's theorem

In 1957, the Russian mathematician Kolmogorov showed that Hilbert's conjecture does not hold. He proved that continuous functions of $n$ arguments can always be represented using a finite composition of functions of a single argument, and addition. The theorem is certainly surprising, since it implicitly says that addition is the only function of more than one argument needed to represent continuous functions with any number of arguments. Multiplication, for example, can be rewritten as a composition of functions of one argument and additions, since $x y=\exp (\ln x+\ln y)$.

A modern variant of Kolmogorov's theorem, whose proof can be found in [411], states:

Proposition 14. Let $f:[0,1]^{n} \rightarrow[0,1]$ be a continuous function. There exist functions of one argument $g$ and $\phi_{q}$ for $q=1, \ldots, 2 n+1$ and constants $\lambda_{p}$, for $p=1, \ldots, n$ such that

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{q=1}^{2 n+1} g\left(\sum_{p=1}^{n} \lambda_{p} \phi_{q}\left(x_{p}\right)\right)
$$

From the perspective of networks of functions, Kolmogorov's theorem can be interpreted as stating that any continuous function of $n$ variables can be represented by a finite network of functions of a single argument, where addition is used as the only function of several arguments. Figure 10.3 shows the kind of network needed to represent $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.


Fig. 10.3. Network for computing the continuous function $f$

The network is similar to those we have been using. The non-trivial functions $\phi_{q}$ can be preselected, so that only the function $g$ and the constants $\lambda_{1}, \ldots, \lambda_{n}$ have to be found. These Kolmogorov networks have been compared to those that have been in use in control theory for many years [90].

Some authors have recently relaxed some of the restrictions imposed by Kolmogorov's theorem on the functions to be approximated and have studied the approximation of Lebesgue integrable functions. Irie and Miyake showed that if the hidden layer contains an unbounded number of elements, a network composed of units with fixed primitive functions at the nodes can be trained by adjusting the network weights [213]. Gallant and White have produced similar results using networks which compute Fourier series [150]. A necessary
condition is that the units implement some form of squashing function, that is, a sigmoid or any other function of the same general type. Hornik et al. have obtained results for a broader class of primitive functions [203]. If we accept units capable of computing integral powers of the input, then we can implement polynomial approximations of a given function and Weierstrass and Stone's classical result guarantees that any real continuous function can be approximated with arbitrary precision using a finite number of computing units.

### 10.2 Function approximation

Kolmogorov's theorem is important in the neural networks field because it states that any continuous function can be reproduced exactly by a finite network of computing units, whereby the necessary primitive functions for each node exist. However, there is a second possibility if we want to approximate functions - we do not demand exact reproducibility but a bounded approximation error. In that case we look for the best possible approximation to a given function $f$. This is exactly the approach we take with backpropagation networks and any other kind of mapping networks.

### 10.2.1 The one-dimensional case

What kind of functions can be approximated by neural networks? To answer this question we will discuss first a more special issue. It can be shown that continuous functions $f:[0,1] \rightarrow[0,1]$ can be approximated with arbitrary precision. The next proposition deals with this fact, which will be extended in the following section to functions of several arguments.

Proposition 15. A continuous real function $f:[0,1] \rightarrow[0,1]$ can be approximated using a network of threshold elements in such a way that the total approximation error $E$ is lower than any given real $\varepsilon>0$, that is,

$$
E=\int_{0}^{1}|f(x)-\tilde{f}(x)| d x<\varepsilon
$$

where $\tilde{f}$ denotes the network function.
Proof. Divide the interval $[0,1]$ into $N$ equal segments selecting the points $x_{0}, x_{1}, \ldots, x_{N} \in[0,1]$ with $x_{0}=0$ and $x_{N}=1$. Define a function $\varphi_{N}$ as follows:

$$
\varphi_{N}(x)=\min \left\{f\left(x^{\prime}\right) \mid x^{\prime} \in\left[x_{i}, x_{i+1}\right] \text { for } x_{i} \leq x \leq x_{i+1}\right\}
$$

This function consists of $N$ steps as shown in Figure 10.4. Now, consider $\varphi_{N}$ an approximation of $f$ so that the approximation error is given by

$$
E_{N}=\int_{0}^{1}\left|f(x)-\varphi_{N}(x)\right| d x
$$

Since $f(x) \geq \varphi_{N}(x)$ for all $x \in[0,1]$ the above integral can be written as

$$
E_{N}=\int_{0}^{1} f(x) d x-\int_{0}^{1} \varphi_{N}(x) d x
$$

The second integral is nothing other than the lower sum of the function $f$ in the interval $[0,1]$ with the segmentation produced by $x_{0}, x_{1}, \ldots, x_{N}$, as is done to define the Riemann integral. Since continuous functions are integrable, the lower sum of $f$ converges in the limit $N \rightarrow \infty$ to the integral of $f$ in the interval $[0,1]$. It thus holds that $E_{N} \rightarrow 0$ when $N \rightarrow \infty$. For any given real number $\varepsilon>0$ there exists an $M$ such that $E_{N}<\varepsilon$ for all $N \geq M$. The function $\varphi_{N}$ is therefore the desired approximation of $f$. We must now show that $\varphi_{N}$ can be computed by a neural network.


Fig. 10.4. Approximation of $f$ with $\varphi_{N}$

Figure 10.4 shows the graph of $\varphi_{N}$ for the interval $[0,1]$. The function is composed of $N$ steps with respective heights $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}$. The $N$ segments of the interval $[0,1]$ are of the form $\left[x_{0}, x_{1}\right),\left[x_{1}, x_{2}\right), \ldots,\left[x_{N-1}, x_{N}\right)$.

The network shown in Figure 10.5 can compute the step-wise function $\varphi_{N}$. The single input to the network is $x$. Each pair of units with the weights $x_{i}$ and $x_{i+1}$ guarantees that the unit with threshold $x_{i}$ will only fire when $x_{i} \leq x<x_{i+1}$. In that case the output 1 is multiplied by the weight $\alpha_{i+1}$. The output unit (a linear element) adds all outputs of the upper layer of units and produces their sum as result. The unit with threshold $x_{N}+\delta$, where $\delta$ is positive and small, is used to recognize the case $x_{N-1} \leq x \leq x_{N}$.

The network shown in Figure 10.5 therefore computes the function $\varphi_{N}$, which approximates the function $f$ with the desired maximal error.


Fig. 10.5. Network for the computation of $\varphi_{N}(x)$

Corollary 1. Proposition 15 is valid also for functions $f:[0,1] \rightarrow(0,1)$ with sigmoidal activation.

Proof. The image of the function $f$ has been limited to the interval $(0,1)$ in order to simplify the proof, since the sigmoid covers only this interval.

The function $f$ can be approximated using the network in Figure 10.6. The activation of the units with threshold $x_{i}$ (which is now the bias term $-x_{i}$ ) is given by $s_{c}\left(x-x_{i}\right)$, where

$$
s_{c}\left(x-x_{i}\right)=\frac{1}{1+\mathrm{e}^{-c\left(x-x_{i}\right)}} .
$$

Different values of $c$ produce more or less steep sigmoids. Threshold functions can be approximated with any desired precision and the network of Figure 10.6 can estimate the function $\varphi_{N}$ with an approximation error lower than any desired positive bound.

Note that the weights for the edges connecting the first layer of units to the output unit have been set in such a way that the sigmoid produces the desired $\alpha_{i}$ values as results. It should only be guaranteed that every input $x$ produces a single 1 from the first layer to the output unit. The first layer of the network just finds out to which of the $N$ segments of the interval $[0,1]$ the input $x$ belongs.

We can now generalize this results considering the case in which the function to be approximated has multiple arguments.


Fig. 10.6. Network for the computation of $\varphi_{N}(x)$ (sigmoidal units)

### 10.2.2 The multidimensional case

In the multidimensional case we are looking for a network capable of approximating the function $f:[0,1]^{n} \rightarrow(0,1)$. The network can be constructed using the same general idea as in the previous section. The approximation is computed using "blocks" as shown in Figure 10.7 for the function $\cos \left(x^{2}+y^{2}\right)$.


Fig. 10.7. Piecewise approximation of the function $\cos \left(x^{2}+y^{2}\right)$

Figure 10.8 shows the necessary network extensions for a two-dimensional function. In the one-dimensional case each interval in the definition domain was recognized by two coupled units. In the two-dimensional case, it is nec-
essary to recognize intervals in the $x$ and $y$ domains. This is done by using a conjunction of the outputs of the two connections as shown in Figure 10.8. The two units to the left are used to test $x_{0} \leq x<x_{1}$. The two units to the right are used to test $y_{1} \leq y<y_{2}$. The unit with threshold 1.5 recognizes the conjunction of both conditions. The output connection has the weight $s_{0}^{-1}\left(\alpha_{12}\right)$, so that a unit with the sigmoid as output unit (connected afterwards) can produce the value $\alpha_{12}$. This number corresponds to the desired approximation to the function $f$ in the interval $\left[x_{0}, x_{1}\right) \times\left[y_{1}, y_{2}\right)$.


Fig. 10.8. Extension of the network for the two-dimensional case

The two-dimensional network can be completed using this scheme. Other networks for multidimensional cases $(n>2)$ can be crafted using a similar strategy. An arbitrary continuous function can be approximated using this approach but the price that has to be paid is the large number of computing units in the network. In the chapters covering self-organizing networks, we will deal with some algorithms that take care of minimizing the number of computing units needed for a good approximation.

### 10.3 Complexity of learning problems

Kolmogorov's theorem and Proposition 15 describe the approximation properties of networks used for the representation of functions. In the case of neural networks not only the network architecture is important but also the definition of a learning algorithm. The proof of Kolmogorov's theorem does not give any hint about the possible choice of the primitive functions for a given task, since it is non-constructive. Proposition 15 is different in this respect. Unsupervised learning can recreate something similar to the constructive approach used in the proof of the theorem.

The general learning problem for a neural network consists in finding the unknown elements of a given architecture. All components of the network can be partially or totally unknown, for example, the activation function of the individual units or the weights associated with the edges. However, the learning problem is usually constrained in such a way that the activation functions are chosen from a finite set of functions or some of the network weights are fixed in advance.

The size of the learning problem depends on the number of unknown variables which have to be determined by the learning algorithm. A network with 100 unknown weights is a much harder computational problem than a network with 10 unknown weights, and indeed much harder than the factor 1:10 would suggest. It would be helpful if the learning time could be bounded by a polynomial function in the number of variables, but this is not so.

It has been proved that the general learning problem for neural networks is intractable, that is, it cannot be solved efficiently for all possible instances. No algorithm is known which could solve the learning problem in polynomial time depending on the number of unknown variables. Moreover, it is very improbable that such an algorithm exists. In the terminology of complexity theory we say that the general learning problem for neural networks is NPcomplete.

### 10.3.1 Complexity classes

Before introducing the main results concerning the complexity of learning problems, we will explain in a few pages how to interpret these results and how complexity classes are defined.

When a computational problem can be solved using a certain algorithm, the very next issue, after solvability, is the time and space complexity of the solution method. By space complexity we denote the memory required for the algorithmic solution once a computational model has been adopted. The time complexity refers to the number of algorithmic steps executed by the computational model. We are interested in the behavior of the algorithm when applied to larger and larger problems. If the index for the size of the problem is $n$ and the number of execution steps grows asymptotically according to $n^{2}$, we speak of a quadratic time complexity of the algorithm.

Normally, space complexity is not considered a primary issue, since the computational models are provided with an infinitely large memory. What is most interesting for applications is time complexity and therefore, when we simply speak of complexity of an algorithm, we are actually referring to its time complexity.

Computational problems can be classified in a hierarchical way according to the complexity of all possible algorithms for their solution. A very common approach is to use a Turing machine as the computational model in order to help us analyze algorithms. The size $n$ of a problem is defined as the length of the input for such a machine, when an adequate coding method has been
adopted [156]. If an algorithm exists that is capable of solving any instance $I$ of a problem $X$ of size $n$ in $p(n)$ steps, where $p(n)$ denotes a polynomial on the variable $n$, then $X$ is a member of the set $P$ of problems solvable in polynomial time. However if the solution of $I$ requires an exponential number of steps, then $X$ is a member of the class $E$ of problems solvable only in exponential time. A simple example is the decoding of a binary number $m$ as a string of $m$ ones. Since at each step at most a single 1 can be produced as output, the number of execution steps grows exponentially with the size of the problem, which is in this case the number of bits in the binary coding for $m$.

However, there are some problems for which it is still unknown whether or not they belong to the class $P$. It has not been possible to find a polynomial time algorithm to solve any of their instances and it has also not been possible to prove that such an algorithm does not exist (which would in fact put them out of the class $P$ ). Such problems are considered intractable, that is, there is an inherent difficulty in dealing with them which cannot be avoided using the most ingenious methods.

The class NP (nondeterministic polynomial) has a broader definition than the class $P$. It contains all problems for whose solution no polynomial algorithm is known, but for which a guessed solution can be checked in polynomial time. We can explain the difference between both possibilities taking the Traveling Salesman Decision Problem (TSDP) as our benchmark. For a set of $n$ cities in the Euclidian plane whose relative distances are known, we want to know if there is a path which visits all cities, whose total length is smaller than a given constant $L$. No one has been able to design an algorithm capable of solving every instance of this problem in polynomial time in the number of cities. However a proposed path can be checked in linear time: its total length is computed and we check if all cities have been visited. If more than $n$ cities are given in the path we can reject it as invalid without additional computations. This fact, that a solution can be checked in polynomial time whereas for the problem itself no polynomial time algorithm is known, is what we mean when we say that the TSDP is a member of the class $N P$.

The class of $N P$ problems derives its name from the computational model which is used for theoretical arguments and which consists of a nondeterministic computation performed in polynomial time. If a Turing machine is provided with an oracle, which is just an entity capable of guessing answers for a given problem, then all we need is to check the solution proposed by the oracle. The oracle works nondeterministically, in the sense that it selects one solution out of the many possible (when they exist) in a random manner. If the checking can be done in polynomial time, the problem is a member of the class $N P$. One can also think of an oracle as a parallel Turing machine which inspects all possible solutions simultaneously, eventually selecting one of the successful ones [11].

The most important open problem in complexity theory is whether the classes $P$ and NP are identical or different. Theoreticians expect that it will


Fig. 10.9. Schematic representation of the classes $N P, P$, and $N P c$
eventually be possible to prove that $P \neq N P$, because otherwise a single Turing machine would be in some sense computationally equivalent to the model with an unlimited number of Turing machines. There has been some speculation that although true, the inequality $P \neq N P$ could be shown to be not provable. It has in fact been shown that in some subsets of arithmetic this is actually the case.

Obviously it is true that $P \subseteq N P$. If a problem can be solved in polynomial time, then a nondeterministic solution can also be checked in polynomial time. Just simulate the nondeterministic check by finding a solution in polynomial time. It is not known if there are some problems which belong to the class $N P$ but not to the class $P$. Possible candidates come from the class $N P c$ of so-called $N P$-complete problems.

A problem $X$ is $N P$-complete if any other problem in $N P$ can be reduced to an instance of $X$ in polynomial time. This means that a Turing machine can be provided with a description of the original problem on its tape so that it is transformed into a description of an instance of $X$ which is equivalent to the original problem. This reduction must be performed in polynomial time. The class $N P c$ is important because if an algorithm with polynomial complexity could be found that could solve any of the problems in the class $N P c$, then any other problem in the class $N P$ would be also solvable in polynomial time. It would suffice to use two Turing machines. The first one would transform the $N P$ problem into an instance of the $N P c$ problem with a known polynomial algorithm. The second would solve the transformed problem in polynomial time. In this sense the class $N P c$ contains the most difficult problems in the class $N P$. Figure 10.9 shows a diagram of the class $N P$ assuming that $N P \neq P$. The arrows in the diagram illustrate the fact that any problem in the class $N P$ can be transformed into a problem in the class $N P c$ in polynomial time.

Theoreticians have been able to prove that many common problems are members of the class NPc. One example is the Traveling Salesman Decision Problem, already mentioned, another the Satisfiability Problem, which will be
discussed in the next section. The usual method used to prove that a problem $A$ belongs to the class $N P c$ is to find a polynomial transformation of a wellknown problem $B$ in $N P c$ into an instance of the new problem $A$. This makes it possible to transform any problem in $N P$ into an instance of $A$ in polynomial time (going of course through $B$ ), which qualifies $A$ as a member of the class NPc.

Proving that a problem belongs to the class NPc amounts to showing that the problem is computationally difficult. Theoreticians expect that no polynomial time algorithm will ever be found for those problems, that is, they expect that someday it will be possible to prove that the inequality $P \neq N P$ holds. One such computationally hard task is the general learning problem.

### 10.3.2 $N P$-complete learning problems

It can be shown with the help of the satisfiability problem that an $N P$ complete problem can be reduced to an instance of a learning problem for neural networks in polynomial time. The satisfiability problem is defined in the following way.

Definition 10. Let $V$ be a set of $n$ logical variables, and let $F$ be a logical expression in conjunctive normal form (conjunction of disjunctions of literals) which contains only variables from $V$. The satisfiability problem consists in assigning truth values to the variables in $V$ in such a way that the expression $F$ becomes true.

A classical result from Cook guarantees that the satisfiability problem is a member of the class $N P c$ [88]. This result also holds for such expressions $F$ with at most three literals in each disjunction (this problem is called 3SAT in the literature). We will transform 3SAT into a learning problem for neural networks using the network shown in Figure 10.10. We give a simpler proof than Judd but keep the general outline of his method [229].

The activation of the individual units will be computed using threshold functions. An expression $F$ in conjunctive normal form, which includes only the $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ is given. The disjunctions in the normal form contain at most three literals. We want to find the truth values of the variables that make $F$ true.

The network in Figure 10.10 has been constructed reserving for each variable $x_{i}$, a weight $w_{i}$ and a computing unit with threshold 0.5 . The output of the $i$-th unit in the first layer is interpreted as the truth value assigned to the variable $x_{i}$. The units with threshold -0.5 are used to negate the truth value of the variables $x_{i}$. The output of each of these units can be interpreted as $\neg x_{i}$. The third layer of units (counting from top to bottom) implements the disjunction of the outputs of the units connected to them (the clauses in the normal form). If any connection arriving to a unit in the third layer transports the value 1, the unit fires a 1. The connections in Figure 10.10 correspond to


Fig. 10.10. Equivalent network for the 3SAT problem
the following two clauses: $x_{1} \vee \neg x_{2} \vee \neg x_{3}$ and $x_{2} \vee x_{3} \vee \neg x_{n}$. The last unit implements the conjunction of the disjunctions which have been hard-wired in the network. We assume that the expression $F$ contains $m$ clauses. The value $m$ is used as the threshold of the single unit in the output layer. The expression $F$ is true only if all disjunctions are true.

After this introductory explanation we can proceed to prove the following result:

Proposition 16. The general learning problem for networks of threshold functions is NP-complete.

Proof. A logical expression $F$ in conjunctive normal form which contains $n$ variables can be transformed in polynomial time in the description of a network of the type shown in Figure 10.10. For each variable $x_{i}$ a weight $w_{i}$ is defined and the connections to the units in the third layer are fixed according to the conjunctive normal form we are dealing with. This can be done in polynomial time (using a suitable coding) because it holds for the number $m$ of different possible disjunctions in a 3SAT formula that $m \leq(2 n)^{3}$.

After the transformation, the following learning problem is to be solved: an input $x=1$ must produce the output $F=1$. Only the weights in the network are to be found.

If an instantiation $A$ with logical values of the variables $x_{i}$ exists, such that $F$ becomes true, then there exist weights $w_{1}, w_{2}, \ldots, w_{n}$ that solve the learning problem. It is only necessary to set $w_{i}=1$ if $x_{i}=1$. If $x_{i}=0$ we set $w_{i}=0$, that is, in both cases $w_{i}=x_{i}$. The converse is also true: if there exist weights $w_{1}, w_{2}, \ldots, w_{n}$ that solve the learning problem, then the instantiation $x_{i}=1$, if $w_{i} \geq 0.5$, and $x_{i}=0$ otherwise, is a valid instantiation that makes $F$ true.

This proves that the satisfiability of logical expressions can be transformed into a learning problem for neural networks. We must now show that the learning problem belongs in the class $N P$, that is, that a solution can be checked in polynomial time.

If the weights $w_{1}, w_{2}, \ldots, w_{n}$ are given, then a single run of the network can be used to check if the output $F$ is equal to 1 . The number of computation steps is directly proportional to the number $n$ of variables and to the number $m$ of disjunctive clauses, which is bounded by a polynomial in $n$. The time required to check an instantiation is therefore bounded by a polynomial in $n$. This means that the given learning problem belongs to the class $N P$.

It could be argued that the learning problem stated above is more difficult to solve than in the typical case, because many of the network weights have been selected and fixed in advance. Usually all weights and thresholds are considered as variables. One could think that if all weights are set free to vary, this opens more regions of weight space for exploration by the learning algorithm and that this could reduce the time complexity of the learning problem. However this is not so. Proposition 16 is still valid even when all weights are set free to be modified. The same is true if the threshold function is substituted by a sigmoid [229]. It has even been shown that the training of a three-unit network can be $N P$-complete for a certain training set [324].

### 10.3.3 Complexity of learning with AND-OR networks

Since the general learning problem is $N P$-complete, we can try to analyze some kinds of restricted architectures to find out if they can be trained in polynomial time.

As a second example we consider networks of units which can only compute the AND or the OR function. This restriction limits the number of available combinations and we could speculate that this helps to avoid any combinatorial explosion. However, this is not the case, and it can be shown that the learning problem for this kind of network remains $N P$-complete.

In the proof of Proposition 16 we constructed a network which mirrored closely the satisfiability problem for logical expressions. The main idea was to produce two complementary output values for each logical variable, which
were identified as $x_{i}$ and $\neg x_{i}$. These outputs were connected to disjunction units, and the output of the disjunctions was connected to the output unit (which computed the AND function). Any logical expression can be hardwired in such way. For the proof of the following proposition we will use the same approach, but each unit will be more flexible than before.

Proposition 17. The learning problem for neural network architectures whose units can only compute the AND or the OR function is NP-complete.

Proof. Just as we did in the proof of Proposition 16, we will show that a polynomial time learning algorithm for the networks considered could also solve the 3SAT problem in polynomial time. A logical expression $F$ in conjunctive normal form, with at most three literals in each disjunction, will be computed by the network shown in Figure 10.11.


Fig. 10.11. Equivalent network for the 3SAT problem with AND-OR units

The arrangement is similar to the one in Figure 10.10, but with some differences. There are now four inputs $f, c, x, y$. The values $x$ and $y$ are connected to each column of units in the network (to avoid cluttering the diagram we show only one module for each variable). The shaded module is present $n$ times in the network, that is, once for each logical variable in the expression $F$. The outputs of each module ( $x_{i}$ and $\neg x_{i}$ ) are shown in the diagram.

The weights of the network are unknown, as are the thresholds of each unit (whose activation function is a simple threshold function). Only those combinations of weights and thresholds are allowed that lead to the computation of the functions $A N D$ and $O R$ at the nodes. The learning problem for the network is given by the following table, which consists of three input-output pairs:

|  | $x$ | $y$ | $f$ | $c$ | $F$ | $u_{1}$ | $v_{1}$ | $u_{2}$ | $v_{2}$ | $\cdots$ | $u_{n}$ | $v_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(a)$ | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 |
| $(b)$ | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 |
| $(c)$ | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | $\cdots$ | 0 | 1 |

Since the individual units only compute AND or OR functions, this means that the input $x=y=0$ makes all output lines $x_{1}, \neg x_{1}, x_{2}, \neg x_{2}, \ldots, x_{n}, \neg x_{n}$ equal to 0 . From row (b) of the training set table, we know that $F=0$. Since the only input to the output unit are the disjunctions of the literals (which are all equal to 0 ) and $f=1$, this means that the output unit must compute the AND function. Row (b) therefore determines the kind of output unit that we can use.

Row (a) of the learning problem tells us that the "clause" units, to which the values $x_{i}$ and $\neg x_{i}$ are hard-wired, must compute the OR function. This is so because in row (a) $F=1$ and $c=1$. Note that $c$ is connected to all the clause units and that all literals are zero (since, again, $x=y=0$ ). The only possibility to get $F=1$ is for all clause units to produce a 1 , so that the AND output unit can also produce a 1 . This can only happen if the clause units are disjunctions.

Rows (a) and (b) together force the network to compute a conjunctive normal form. Since we have taken care to connect the literals $x_{i}$ and $\neg x_{i}$ in the order required by expression $F$, we have a similar situation to the one we had in Figure 10.10.

Row (c) of the learning problem provides us with the final argument to close the proof. Now we have $x=0$ and $y=1$. Since we want the values of $u_{i}$ and $v_{i}$ to be complementary, as row (c) demands, this can only happen if $x_{i}$ and $\neg x_{i}$ are themselves complementary. Otherwise $u_{i}$ would be always equal to $v_{i}$, because the AND and the OR function produce the same outputs for the input combinations $(0,0)$ and $(1,1)$. The connections $x_{i}$ and $\neg x_{i}$ are thus in fact complementary.

If the learning problem has a solution, the values of the connections $x_{1}, x_{2}, \ldots, x_{n}$ provide the instantiation of the logical variables that we are looking for to satisfy the expression $F$. The additional details of the proof can be worked out as in the proof of Proposition 16.

Judd has also proved a more general theorem. Even if all linear threshold functions can be selected as activation functions, the learning problem remains $N P$-complete [229].

### 10.3.4 Simplifications of the network architecture

The complexity results of the last section show that training neural networks is a computationally hard problem. If the architecture of the network is only loosely defined and if the training algorithm must find a valid configuration in a large region of weight space, then no polynomial time algorithm can be used.

This situation makes it necessary to improve the known training methods for a fixed size of the learning problem. We discussed this when we analyzed fast variations of backpropagation in Chap. 8. A more promising approach for breaking the "curse of dimensionality", brought by the combinatorial explosion of possible weight combinations, is to test different kinds of simplified architectures. Judd has analyzed some kinds of "flat" neural networks to try to discover if, at least for some of them, polynomial time learning algorithms can be designed.

The motivation behind the theoretical analysis of flat neural networks is the structure of the human cortex. The cortex resembles a two-dimensional structure of low depth. It could be that this kind of architecture can be trained more easily than fully connected networks. However, Judd could show that learning in flat two-dimensional networks is also $N P$-complete [228]. Another kind of network, rather "unbiological" one-dimensional strings of low depth, can be trained in linear time. And if only the average case is considered (and not the worst-case, as usually done in complexity arguments) the training time can even be reduced to a constant, if a parallel algorithm is used.


Fig. 10.12. A network of three layers in one direction

Figure 10.12 shows a "one-dimensional" network. The inputs come from the top and the output is produced by the third layer of units. The interconnections are defined in such a way that each unit propagates signals only to its neighbors to the left and to the right. No signal is propagated over more than three stages. The $i$-th bit of the input can affect at most three bits of the output (Figure 10.12).

Flat three-stage networks can be built out of modules that determine the output of a unit. The output of unit $C$, for example, depends only on information from the units $A, B, D, E$, and $G$. These units constitute, together with $C$, an information column. The units $D, E, F, G, H$, and $J$ constitute the neighboring column. Both structures overlap and it is necessary to find a correct combination for a given learning problem. Assume that the input and the output is binary and that the units in the network are threshold elements of two inputs (which can compute 14 different logical functions). Each information column made of 6 units can assume any of $14^{6}$ configurations. Not all of them are compatible with the configuration of the neighboring column. The combinatorial problem can be solved in two steps: firstly, the valid configurations of the columns are determined using the given input and output vectors. Secondly, only those configurations compatible with those of the neighbors are accepted. In a one-dimensional network with $n$ output bits we must combine the output of $n$ different columns. Judd has shown that this computation can be performed in linear time [229]. In another paper he took the next step and assumed that a processor is available to train each column and considered the average case [230]. Some computer experiments show that in the average case, that is, when the input-output pairs are selected randomly, the time required for coordination of the information columns is bounded by a constant. The network can be trained in constant time independently of its width.

Although the one-dimensional case cannot be considered very realistic, it gives us a hint about a possible strategy for reducing the complexity of the learning problem: if the network can be modularized and the information exchange between modules can be limited in some way, there is a good chance that an efficient learning algorithm can be found for such networks. Some of these ideas have been integrated recently into models of the human cortex [78]. The biological cortex has a flat, two-dimensional structure with a limited number of cortical layers and a modular structure of the cortical columns [360]. In Burnod's model the cortical columns are the next hierarchical module after the neurons, and are also learning and functional substructures wired as a kind of cellular automata. It seems therefore that modularization of the network structures, in biological organisms as well as in artificial neural networks, is a necessary precondition for the existence of efficient learning algorithms.

### 10.3.5 Learning with hints

The example of the one-dimensional networks illustrates one method capable of stopping the combinatorial explosion generated by learning problems. Another technique consists in considering some of the properties of the function to be modeled before selecting the desired network architecture. The number of degrees of freedom of the learning problem can be reduced exploiting "hints" about the shape or the properties of the function to be approximated.

Assume that we want to approximate a real even function $f$ of $n$ arguments using a three-layered network. The network has $n$ input sites and a single out-
put unit. The primitive function at the units is the symmetric sigmoid, i.e., an odd function. We can force the network to compute exclusively even functions, that is those for which it holds that $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\varphi\left(-x_{1},-x_{2}, \ldots,-x_{n}\right)$. This can be guaranteed by replicating each unit and each weight in the second layer. Figure 10.13 shows how to interconnect the units in the network. Both inputs, $x_{i}$ or $-x_{i}$, lead to the same output of the network. If the whole network is hardwired following this approach (for each single variable), it will only be capable of computing even functions. This produces a reduction of the search region in the space of functions [5].


Fig. 10.13. Network to compute even functions

This is the general method to include hints or conditions in a network. If backpropagation is used as the learning method we must also take care to keep the identity of all duplicated weights in the network. We already saw in Chap. 7 how this can be done. All corrections to a weight with the same name are computed independently, but are added before making the weight update. In the case where the weights have the same name but a different sign, the weight corrections are multiplied by the corresponding sign before being added. In this way we keep the original structure of the network, and weights which should be identical remain so (up to the sign).

Some other kinds of invariance are more difficult to implement. Duplicating the network and comparing the respective output values helps to do this. Assume that a network must produce the same real results when two different $n$-dimensional input values $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are presented. The difference between the two vectors can reflect some kind of invariance we want to enforce. The vector $\mathbf{x}_{2}$ could be equal to $-\mathbf{x}_{1}$ or the components of $\mathbf{x}_{2}$ could be some permutation of the components of $\mathbf{x}_{1}$. We would like to compute a function invariant under such modifications of the input.

Figure 10.14 shows the general strategy used to solve this problem. A single untrained network produces the output $y_{1}$ for the input $\mathbf{x}_{1}$ and the output $y_{2}$ for the input $\mathbf{x}_{2}$. The network can be forced to bring $y_{1}$ and $y_{2}$ closer by minimizing the function $\left(y_{1}-y_{2}\right)^{2}$. This is done by duplicating the network and by performing the additional computation $\left(y_{1}-y_{2}\right)^{2} / 2$. Since we
want the network to produce a target value $t$, the difference between $y_{2}$ and $t$ must also be minimized. The right side of the additional computing units shown in Figure 10.14 shows the difference that must be minimized, whereas the left side contains the derivative according to $y_{2}$. The extended network of Figure 10.14 can be trained with standard backpropagation.


Fig. 10.14. Extended network to deal with invariants

The learning algorithm must take care of duplicated weights in the network as was discussed in Chap. 7. Using gradient descent we try to force the network to produce the correct result and to respect the desired invariance. An alternative approach is to specialize the first layers of the network to the production of the desired invariance and the last ones to the computation of the desired output.

Hints, that is, knowledge about necessary or desired invariances of the network function, can also be used to preprocess the training set. If the network function must (once again) be even, we can expand the training set by introducing additional input-output pairs. The new input data is obtained from the old just by changing the sign, whereas the value of the target outputs remains constant. A larger training set reduces the feasible region of weight space in which a solution to the learning problem can be found. This can lead to a better approximation of the unknown function if the VC dimension of the search space is finite [6]. The technique of "learning with hints" tries to reduce the inherent complexity of the learning problem by reducing the degrees of freedom of the neural network.

### 10.4 Historical and bibliographical remarks

A. N. Kolmogorov's theorem was rediscovered in the 1980s by Hecht-Nielsen [1987b] and applied to networks of functions. He relied heavily on the work of Lorentz ]1976], who had described the full scope of this theorem some years earlier. Since then many different types of function networks and their properties have been investigated, so that a lot of results about the approximation properties of networks are already available.

Minsky and Papert [1969] had already made some complexity estimates about the convergence speed of learning algorithms. However, at that time it was not possible to formulate more general results, as the various classes of complexity were not defined until the 1970s in the work of Cook [1971] and others. Karp [1972] showed that a broad class of problems is $N P$-complete. In his Turing Award Lecture he described the intellectual roots of this complexity research.

In his dissertation Judd [1990] presented the most important theorems on the complexity of learning algorithms for neural networks. His results have been extended over the last few years. It has been shown that when the number of degrees of freedom and combinational possibilities of evaluation elements goes beyond a certain threshold, the learning problems become $N P$-complete. Parberry has collected many interesting results and has helped to systematize the study of complexity of neural networks [335].

The efforts of authors such as Abu-Mostafa, Judd, and others to reduce the complexity of the learning problem are reflected in the research of authors such as Kanerva [1992], who have set up simpler models of biological networks in order to explain their great ability to adapt and their regular column structure.

The existence theorems in this chapter and the complexity estimations made for the learning problem may appear superfluous to the practitioner. However, in a field in which numerical methods are used intensively, we must be aware of the limits of efficient computations. Only on this basis can we design network architectures that will make faster solutions to learning problems possible.

## Exercises

1. Compute the approximation error of a sigmoid to the step function for different values of the constant $c$, where $s(x)=1 /(1+\exp (-c x))$. What is the approximation error to a function approximated by the network of Figure 10.6?
2. Rewrite the function $((x y / z)-x) / y$ using only addition and functions with one real argument.
3. Prove that the network of Figure 10.13 computes an even function.
4. Propose a network architecture and a learning method to map a set of points in $\mathbb{R}^{5}$ to a set of points in $\mathbb{R}^{2}$, in such a way that points close to each other in $\mathbb{R}^{5}$ map as well as possible to neighboring points in $\mathbb{R}^{2}$.

## Fuzzy Logic

### 11.1 Fuzzy sets and fuzzy logic

We showed in the last chapter that the learning problem is $N P$-complete for a broad class of neural networks. Learning algorithms may require an exponential number of iterations with respect to the number of weights until a solution to a learning task is found. A second important point is that in backpropagation networks, the individual units perform computations more general than simple threshold logic. Since the output of the units is not limited to the values 0 and 1 , giving an interpretation of the computation performed by the network is not so easy. The network acts like a black box by computing a statistically sound approximation to a function known only from a training set. In many applications an interpretation of the output is necessary or desirable. In all such cases the methods of fuzzy logic can be used.

### 11.1.1 Imprecise data and imprecise rules

Fuzzy logic can be conceptualized as a generalization of classical logic. Modern fuzzy logic was developed by Lotfi Zadeh in the mid-1960s to model those problems in which imprecise data must be used or in which the rules of inference are formulated in a very general way making use of diffuse categories [170]. In fuzzy logic, which is also sometimes called diffuse logic, there are not just two alternatives but a whole continuum of truth values for logical propositions. A proposition $A$ can have the truth value 0.4 and its complement $A^{c}$ the truth value 0.5 . According to the type of negation operator that is used, the two truth values must not be necessarily add up to 1 .

Fuzzy logic has a weak connection to probability theory. Probabilistic methods that deal with imprecise knowledge are formulated in the Bayesian framework [327], but fuzzy logic does not need to be justified using a probabilistic approach. The common route is to generalize the findings of multivalued logic in such a way as to preserve part of the algebraic structure [62]. In
this chapter we will show that there is a strong link between set theory, logic, and geometry. A fuzzy set theory corresponds to fuzzy logic and the semantic of fuzzy operators can be understood using a geometric model. The geometric visualization of fuzzy logic will give us a hint as to the possible connection with neural networks.

Fuzzy logic can be used as an interpretation model for the properties of neural networks, as well as for giving a more precise description of their performance. We will show that fuzzy operators can be conceived as generalized output functions of computing units. Fuzzy logic can also be used to specify networks directly without having to apply a learning algorithm. An expert in a certain field can sometimes produce a simple set of control rules for a dynamical system with less effort than the work involved in training a neural network. A classical example proposed by Zadeh to the neural network community is developing a system to park a car. It is straightforward to formulate a set of fuzzy rules for this task, but it is not immediately obvious how to build a network to do the same nor how to train it. Fuzzy logic is now being used in many products of industrial and consumer electronics for which a good control system is sufficient and where the question of optimal control does not necessarily arise.

### 11.1.2 The fuzzy set concept

The difference between crisp (i.e., classical) and fuzzy sets is established by introducing a membership function. Consider a finite set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ which will be considered the universal set in what follows. The subset $A$ of $X$ consisting of the single element $x_{1}$ can be described by the $n$-dimensional membership vector $Z(A)=(1,0,0, \ldots, 0)$, where the convention has been adopted that a 1 at the $i$-th position indicates that $x_{i}$ belongs to $A$. The set $B$ composed of the elements $x_{1}$ and $x_{n}$ is described by the vector $Z(B)=$ $(1,0,0, \ldots, 1)$. Any other crisp subset of $X$ can be represented in the same way by an $n$-dimensional binary vector. But what happens if we lift the restriction to binary vectors? In that case we can define the fuzzy set $C$ with the following vector description:

$$
Z(C)=(0.5,0,0, \ldots, 0)
$$

In classical set theory such a set cannot be defined. An element belongs to a subset or it does not. In the theory of fuzzy sets we make a generalization and allow descriptions of this type. In our example the element $x_{1}$ belongs to the set $C$ only to some extent. The degree of membership is expressed by a real number in the interval $[0,1]$, in this case 0.5 . This interpretation of the degree of membership is similar to the meaning we assign to statements such as "person $x_{1}$ is an adult". Obviously, it is not possible to define a definite age which represents the absolute threshold to enter into adulthood. The act of becoming mature can be interpreted as a continuous process in which the membership of a person to the set of adults goes slowly from 0 to 1 .

There are many other examples of such diffuse statements. The concepts "old" and "young" or the adjectives "fast" and "slow" are imprecise but easy to interpret in a given context. In some applications, such as expert systems, for example, it is necessary to introduce formal methods capable of dealing with such expressions so that a computer using rigid Boolean logic can still process them. This is what the theory of fuzzy sets and fuzzy logic tries to accomplish.


Fig. 11.1. Membership functions for the concepts young, mature and old

Figure 11.1 shows three examples of a membership function in the interval 0 to 70 years. The three functions define the degree of membership of any given age in the sets of young, adult, and old ages. If someone is 20 years old, for example, his degree of membership in the set of young persons is 1.0 , in the set of adults 0.35 , and in the set of old persons 0.0 . If someone is 50 years old the degrees of membership are $0.0,1.0,0.3$ in the respective sets.

Definition 11. Let $X$ be a classical universal set. A real function $\mu_{A}: X \rightarrow$ $[0,1]$ is called the membership function of $A$ and defines the fuzzy set $A$ of $X$. This is the set of all pairs $\left(x, \mu_{A}(x)\right)$ with $x \in X$.

A fuzzy set is completely determined by its membership function. Note that the above definition also covers the case in which $X$ is not a finite set.

The set of support of a fuzzy set $A$ is the set of all elements $x$ of $X$ for which $\left(x, \mu_{A}(x)\right) \in A$ and $\mu_{A}(x)>0$ holds. A fuzzy set $A$ with the finite set of support $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ can be described in the following way

$$
A=\mu_{1} / a_{1}+\mu_{2} / a_{2}+\cdots+\mu_{m} / a_{m}
$$

where $\mu_{i}=\mu_{A}\left(a_{i}\right)$ for $i=1, \ldots, m$. The symbols "/" and "+" are used only as syntactical constructors.

Crisp sets are a special case of fuzzy sets, since the range of the function is restricted to the values 0 and 1 . Operations defined over crisp sets, such as union or intersection, can be generalized to cover also fuzzy sets.

Assume as an example that $X=\left\{x_{1}, x_{2}, x_{3}\right\}$. The classical subsets $A=$ $\left\{x_{1}, x_{2}\right\}$ and $B=\left\{x_{2}, x_{3}\right\}$ can be represented as

$$
A=1 / x_{1}+1 / x_{2}+0 / x_{3} \quad B=0 / x_{1}+1 / x_{2}+1 / x_{3}
$$

The union of $A$ and $B$ is computed by taking for each element $x_{i}$ the maximum of its membership in both sets, that is:

$$
A \cup B=1 / x_{1}+1 / x_{2}+1 / x_{3}
$$

The fuzzy union of two fuzzy sets can be computed in the same way. The union of the two fuzzy sets

$$
C=0.5 / x_{1}+0.6 / x_{2}+0.3 / x_{3} \quad D=0.7 / x_{1}+0.2 / x_{2}+0.8 / x_{3}
$$

is given by

$$
C \cup D=0.7 / x_{1}+0.6 / x_{2}+0.8 / x_{3}
$$

The fuzzy intersection of two sets $A$ and $B$ can be defined in a similar way, but instead of taking the maximum we compute the minimum of the membership of each element $x_{i}$ to $A$ and $B$. The maximum or minimum of the membership values are just one pair of possible definitions of the union and intersection operations for fuzzy sets. As we show later on, there are other alternative definitions.

### 11.1.3 Geometric representation of fuzzy sets

Bart Kosko introduced a very useful graphical representation of fuzzy sets [259]. Figure 11.2 shows an example in which the universal set consists only of the two elements $x_{1}$ and $x_{2}$. Each point in the interior of the unit square represents a subset of $X$. The convention is that the coordinates of the representation correspond to the membership values of the elements in the fuzzy set. The point $(1,1)$, for example, represents the universal set $X$, with membership function $\mu_{A}\left(x_{1}\right)=1$ and $\mu_{A}\left(x_{2}\right)=1$. The point $(1,0)$ represents the set $\left\{x_{1}\right\}$ and the point $(0,1)$ the set $\left\{x_{2}\right\}$. The crisp subsets of $X$ are located at the vertices of the unit square. The geometric visualization can be extended to an $n$-dimensional hypercube.

Kosko calls the inner region of a unit hypercube in an $n$-dimensional space the fuzzy region. We find here all combinations of membership values that a fuzzy set could assume. The point $M$ in Figure 11.2 corresponds to the fuzzy set $M=0.5 / x_{1}+0.3 / x_{2}$. The center of the square represents the most diffuse of all possible fuzzy sets of $X$, that is the set $Y=0.5 / x_{1}+0.5 / x_{2}$.

The degree of fuzziness of a fuzzy set can be measured by its entropy. In the geometric visualization, this corresponds inversely to the distance between


Fig. 11.2. Geometric visualization of fuzzy sets
the representation of the set and the center of the unit square. The set $Y$ in Figure 11.3 has the maximum possible entropy. The vertices represent the crisp sets and have the lowest entropy, that is, zero. Note that the fuzzy concept of entropy is mathematically different from the entropy concept in physics or information theory. Some authors prefer to use terms like index of fuzziness [239] or also crispness, certitude, ambiguity, etc. [55].

With this caveat we adopt a preliminary definition of the entropy of a fuzzy set $M$ as the quotient of the distance $d_{1}$ (according to some metric) of the corner which is nearest to the representation of $M$ to the distance $d_{2}$ from the corner which is farthest away. Figure 11.3 shows the two relevant segments. The entropy $E(M)$ of $M$ is therefore

$$
E(M)=\frac{d_{1}}{d_{2}} .
$$

According to this definition the entropy is bounded by 0 and 1 . The maximum entropy is reached at the center of the square.

The union or intersection of sets can be also visualized using this representation. The membership function for the the union of two sets $A$ and $B$ can be defined as

$$
\begin{equation*}
\mu_{A \cup B}(x)=\max \left(\mu_{A}(x), \mu_{B}(x)\right) \quad \forall x \in X \tag{11.1}
\end{equation*}
$$

and corresponds to the maximum of the corresponding coordinates in the geometric visualization. The membership function for the intersection of two sets $A$ and $B$ is given by

$$
\begin{equation*}
\mu_{A \cap B}(x)=\min \left(\mu_{A}(x), \mu_{B}(x)\right) \quad \forall x \in X \tag{11.2}
\end{equation*}
$$

Together with the points representing the sets $A$ and $B$, Figure 11.4 shows the points which represent their union and intersection.


Fig. 11.3. Distance of the set $M$ to the universal and to the void set


Fig. 11.4. Intersection and union of two fuzzy sets

The union or intersection of two fuzzy sets is in general a fuzzy, not a crisp set. The complement $A^{c}$ of a fuzzy set $A$ can be defined with the help of the membership function $\mu_{A^{c}}$ given by

$$
\begin{equation*}
\mu_{A^{c}}(x)=1-\mu_{A}(x) \quad \forall x \in X \tag{11.3}
\end{equation*}
$$

Figure 11.5 shows that the representation of $A$ must be transformed into another point at the same distance from the center of the unit square. The line joining the representation of $A$ and $A^{c}$ goes through the center of the square. Figure 11.5 also shows how to obtain the representations for $A \cup A^{c}$ and $A \cap A^{c}$ using the union and intersection operators defined before. For fuzzy sets, it holds in general that

$$
A \cup A^{c} \neq X \quad \text { and } \quad A \cap A^{c} \neq \emptyset
$$

which is not true in classical set theory. This means that the principle of excluded middle and absence of contradiction do not necessarily hold in fuzzy logic. The consequences will be discussed later.


Fig. 11.5. Complement $A^{c}$ of a fuzzy set

Kosko [259] establishes a direct relationship between the entropy of fuzzy sets and the geometric visualization of the union and intersection operations. To compute the entropy of a set, we need to determine the distance between the origin and the coordinates of the set. This distance is called the cardinality of the fuzzy set.
Definition 12. Let $A$ be a subset of a universal set $X$. The cardinality $|A|$ of $A$ is the sum of the membership values of all elements of $X$ with respect to $A$, i.e.,

$$
|A|=\sum_{x \in X} \mu_{A}(x)
$$

This definition of cardinality corresponds to the distance of the representation of $A$ from the origin using a Manhattan metric.

Figure 11.6 shows how to define the entropy of a set $A$ using the cardinality of the sets $A \cap A^{c}$ and $A \cup A^{c}$. The Manhattan distances $d_{1}$ and $d_{2}$, introduced before to measure the fuzzy entropy, correspond to the cardinalities of the sets $A \cap A^{c}$ and $A \cup A^{c}$. The entropy concept introduced previously in an informal manner can then be formalized with our next definition.

Definition 13. The real value

$$
E(A)=\frac{\left|A \cap A^{c}\right|}{\left|A \cup A^{c}\right|}
$$

is called the entropy of the fuzzy set $A$.
The entropy of a crisp set is always zero, since for a crisp set $A \cap A^{c}=\emptyset$. In fuzzy set theory $E(A)$ is a value in the interval $[0,1]$, since $A \cap A^{c}$ can be non-void.

Some authors take the geometric definition of entropy as given and derive Definition 13 as a theorem, which is called the fuzzy entropy theorem. [259]. Here we take the definition as given, since the geometric interpretation of fuzzy union and intersection depends on the exact definition of the fuzzy operators.


Fig. 11.6. Geometric representation of the entropy of a fuzzy set

### 11.1.4 Fuzzy set theory, logic operators, and geometry

It is known in mathematics that an isomorphism exists between set theory and classic propositional logic. In set theory, the three operators union, intersection, and complement $(\cup, \cap, c)$ allow the construction of new sets from other sets. In propositional logic, the operators OR, AND and NOT $(\vee, \wedge, \neg)$ are used to build new propositions.

The union operator of classical set theory can be constructed using the OR operator. Let $A$ and $B$ be two crisp sets, that is, $\mu_{A}, \mu_{B}: X \rightarrow\{0,1\}$. The membership function $\mu_{a \cup B}$ of the union set $A \cup B$ is

$$
\begin{equation*}
\mu_{A \cup B}(x)=\mu_{A}(x) \vee \mu_{B}(x) \quad \forall x \in X \tag{11.4}
\end{equation*}
$$

where the value 0 is interpreted as the logic value false and 1 as true. In a similar way it holds that for the intersection of the sets $A$ and $B$

$$
\begin{equation*}
\mu_{A \cap B}(x)=\mu_{A}(x) \wedge \mu_{B}(x) \quad \forall x \in X \tag{11.5}
\end{equation*}
$$

For the complement $A^{c}$ of the set $A$ it holds that

$$
\begin{equation*}
\mu_{A^{c}}(x)=\neg \mu_{A}(x) \tag{11.6}
\end{equation*}
$$

This correspondence between the operators of classical set theory and classical logic can be extended to the validity of some equations in both systems. The laws of de Morgan, for example, are valid in classical set theory as well as in classical logic:

$$
\begin{array}{lll}
(A \cup B)^{c} \equiv A^{c} \cap B^{c} & \text { corresponds to } & \neg(A \vee B) \equiv \neg A \wedge \neg B \\
(A \cap B)^{c} \equiv A^{c} \cup B^{c} & \text { corresponds to } & \neg(A \wedge B) \equiv \neg A \vee \neg B
\end{array}
$$

A fuzzy logic can be also derived from fuzzy set theory by respecting the isomorphism mentioned above. The fuzzy AND, OR, and NOT operators must
be defined in such a way that the same general kinds of relation exist between them and their equivalents in classical set theory and logic.

The straightforward approach is therefore to identify the OR operation $(\tilde{V})$ with the maximum function, AND $(\tilde{\wedge})$ with the minimum, and complementation ( $\tilde{\neg}$ ) with the function $x \mapsto 1-x$. Equations (11.1), (11.2), and (11.3) can be written as

$$
\begin{align*}
\mu_{A \cup B}(x) & =\mu_{A}(x) \tilde{\vee} \mu_{B}(x) \quad \forall x \in X  \tag{11.7}\\
\mu_{A \cup B}(x) & =\mu_{A}(x) \tilde{\vee} \mu_{B}(x) \quad \forall x \in X  \tag{11.8}\\
\mu_{A^{c}}(x) & =\approx \neg \mu_{A}(x) \quad \forall x \in X \tag{11.9}
\end{align*}
$$

In this way an isomorphism between fuzzy set theory and fuzzy logic is constructed which preserves the properties of the isomorphism present in the classical theories.

Many rules of classical logic are still valid in the world of fuzzy operators. For example, the functions min and max are commutative and associative. However, the principle of no contradiction has been abolished. For a proposition $A$ with truth value 0.4 we get

$$
A \tilde{\wedge} \tilde{\neg} A=\min (0.4,1-0.4) \neq 0
$$

The principle of excluded middle is not valid for $A$ either:

$$
A \tilde{\vee} \sim \neg A=\max (0.4,1-0.4) \neq 1
$$

### 11.1.5 Families of fuzzy operators

Up to this point we have worked with fuzzy operators defined in a rather informal way, since there are whole families of these operators that can be defined. Now we will give an axiomatic definition using the properties we would like the operators to exhibit.

Consider the fuzzy OR operator. In the fuzzy logic literature [248] such an operator is required to fulfill the following axioms:

- Axiom U1. Boundary conditions:

$$
\begin{aligned}
& 0 \tilde{\vee} 0=0 \\
& 1 \tilde{\vee} 0=1 \\
& 0 \tilde{\vee} 1=1 \\
& 1 \tilde{\vee} 1=1
\end{aligned}
$$

- Axiom U2. Commutativity:

$$
a \tilde{\vee} b=b \tilde{\vee} a
$$

- Axiom U3. Monotonicity:

$$
\text { If } a \leq a^{\prime} \text { and } b \leq b^{\prime} \text {, then } a \tilde{\vee} b \leq a^{\prime} \tilde{\vee} b^{\prime}
$$

- Axiom U4. Associativity:

$$
a \tilde{\vee}(b \tilde{\vee} c)=(a \tilde{\vee} b) \tilde{\vee} c
$$

It is easy to show that the maximum function fulfills these four conditions. There are many other functions for which the four axioms are valid, for example

$$
B(a, b)=\min (1, a+b)
$$

which is called the bounded sum of $a$ and $b$. An alternative fuzzy OR operator can be defined using this function.

However, the bounded sum is not idempotent, that is, in general $B(a, a) \neq$ $a$. We can therefore introduce a fifth axiom to exclude such operators:

- Axiom U5. Idempotence:

$$
a \tilde{\vee} a=a
$$

Depending on the axioms selected, different fuzzy operators and different logic systems can be defined. Consequently, the term fuzzy logic refers to a family of different theories and not to a unique system of logic.

In the case of the fuzzy operator $\tilde{\Lambda}$ axioms are also formulated in such a way that fuzzy AND is monotonic, commutative, and associative. The boundary conditions are:

$$
\begin{aligned}
& 0 \tilde{\wedge} 0=0 \\
& 1 \tilde{\wedge} 0=0 \\
& 0 \tilde{\wedge} 1=0 \\
& 1 \tilde{\wedge} 1=1
\end{aligned}
$$

Idempotence can be demanded and can be enforced using a fifth axiom. For the fuzzy negation we use the following three axioms:

- Axiom N1. Boundary conditions:

$$
\begin{aligned}
& \tilde{\neg} 1=0 \\
& \tilde{\neg} 0=1
\end{aligned}
$$

- Axiom N2. Monotonicity:

$$
\text { If } a \leq b \text { then } \tilde{\neg} b \leq \tilde{\neg} a \text {. }
$$

- Axiom N3. Involution:

$$
\tilde{\neg} \tilde{\neg} a=a
$$



Fig. 11.7. The max and min functions

The difference between these fuzzy operators can be better visualized by looking at their graphs. Figure 11.7 shows the graphs of the functions max and min, that is, a possible fuzzy AND and fuzzy OR combination. They could also be used as activation functions in neural networks. Using output functions derived from fuzzy logic can have the added benefit of providing a logical interpretation of the neural output.

The graphs of the functions bounded sum and bounded difference are shown in Figure 11.8. Both fulfill the conditions imposed by the first four axioms for fuzzy OR and fuzzy AND operators, but are not idempotent.


Fig. 11.8. The fuzzy operators bounded sum and bounded difference

It is also possible to define a parameterized family of fuzzy operators. Figure 11.9 illustrates this approach for the case of the so-called Yager union function which is given by

$$
Y_{p}(a, b)=\min \left(1,\left(a^{p}+b^{p}\right)^{1 / p}\right) \quad \text { for } p \geq 1
$$

where $a$ and $b$ are real numbers in the interval $[0,1]$. The formula describes a family of operators. For $p=2$, the function is an approximation of the bounded sum operator. For $p \gg 1, Y_{p}$ is an approximation of the max function. Adjusting the parameter $p$ we can select the desired variant of fuzzy logic.


Fig. 11.9. Two variants of the Yager union operator

Figure 11.9 shows that the Yager union operator is not idempotent. If it were, the diagonal from the point $(0,0)$ to the point $(1,1)$ would belong to the graph of the function. This is the case for the functions min and max. It can be shown that these functions are the only ones in which the five axioms for fuzzy OR and fuzzy AND fully apply [248].

The geometric properties of fuzzy operators can be derived from the axioms for fuzzy OR, fuzzy AND, and fuzzy negation operators. The boundary conditions determine four values of the function. The commutativity of the operators forces the graph of the functions to be symmetrical with respect to the plane normal to the $x y$ plane and which cuts it at the 45-degree diagonal. Monotonicity of the operators allows only those function graphs that do not fold. Associativity is more difficult to visualize but it roughly indicates that the function does not grow abruptly in some regions and stagnate in others. If all or some of these symmetry properties hold for a binary function, then this function fulfills the operator axioms and can be used as a fuzzy operator. The symmetry properties, in turn, lead to useful algebraic properties of the operators, and the connection between set theory, logic, and geometry is readily perceived.

### 11.2 Fuzzy inferences

Fuzzy logic operators can be used as the basis for inference systems. Such fuzzy inference methods have been extensively studied by the expert systems community. Knowledge that can only be formulated in a fuzzy, imprecise manner can be captured in rules that can be processed by a computer.

### 11.2.1 Inferences from imprecise data

Fuzzy inference rules have the same structure as classical ones. The rules $R_{1}$ and $R_{2}$, for example, may have the form

$$
\begin{aligned}
& R_{1}: \operatorname{If}(A \tilde{\wedge} B) \text { then } C \\
& R_{2}: \operatorname{If}(A \tilde{\vee} B) \text { then } D .
\end{aligned}
$$

The difference in conventional inference rules is the semantics of the fuzzy operators. In this section we identify the fuzzy operators $\tilde{\Lambda}$ and $\tilde{V}$ with the functions min and max respectively.

Let the truth values of $A$ and $B$ be 0.4 and 0.7 respectively. In this case

$$
\begin{aligned}
& A \tilde{\wedge} B=\min (0.4,0.7)=0.4 \\
& A \tilde{\vee} B=\max (0.4,0.7)=0.7
\end{aligned}
$$

This is interpreted by the fuzzy inference mechanism as meaning that the rules $R_{1}$ and $R_{2}$ can only be partially applied, that is rule $R_{1}$ is applied to $40 \%$ and rule $R_{2}$ to $70 \%$. The result of the inference is a combination of the propositions $C$ and $D$.

Let us consider another example. Assume that a temperature controller must regulate an electrical heater. We can formulate three rules for such a system:

$$
\begin{aligned}
& R_{1}: \text { If }(\text { temperature }=\text { cold }) \text { then heat. } \\
& R_{2}: \text { If }(\text { temperature }=\text { normal }) \text { then maintain. } \\
& R_{3}: \text { If }(\text { temperature }=\text { warm }) \text { then reduce power. }
\end{aligned}
$$

Assume that a temperature of 12 degrees Celsius has a membership degree of 0.5 in relation to the set of cold temperatures and a membership degree of 0.3 in relation to the temperatures classified as normal. The temperature of 12 degrees is converted first of all into a fuzzy category which is the list of membership values of an element $x$ of $X$ in relation to previously selected fuzzy sets of the universal set $X$.

The fuzzy category $T$ can be expressed using a similar notation as for fuzzy sets. In our example:

$$
T=\operatorname{cold} / 0.5+\text { normal } / 0.3+\text { warm } / 0.0
$$

Note the difference in the notation for fuzzy sets. If a fuzzy category $x$ is defined in relation to fuzzy sets $A, B$, and $C$, it is written as

$$
x=A / \mu_{A}(x)+B / \mu_{B}(x)+C / \mu_{C}(x)
$$

and not as $x=\mu_{A}(x) / A+\mu_{B}(x) / B+\mu_{C}(x) / C$.
Using $T$ we can now evaluate the rules $R 1, R 2$, and $R 3$ in parallel. The result is that each rule is valid to a certain extent. A fuzzy inference is the combination of the three possible consequences, weighted according to their validity. The result of a fuzzy inference is therefore a fuzzy category. In our example we deduce that

$$
\text { action }=\text { heat } / 0.5+\text { maintain } / 0.3+\text { reduce } / 0.0 .
$$

Fuzzy inference systems compute inferences of this type. Imprecise data, which is represented by fuzzy categories, leads to new fuzzy categories which represent the conclusion. In expert systems this kind of result can be processed further or it can be transformed into a crisp value. In the case of an electronic fuzzy controller this last step is always necessary.

The advantage of formulating fuzzy inference rules is their low granularity. In many cases apparently complex control problems can be modeled using just a few rules. If we tried to express all actions as consequences of exact numerical rules, we would have to write more of them or make each one much more complex.

### 11.2.2 Fuzzy numbers and inverse operation

The example in the last section shows that a fuzzy controller operates, in general, in three steps: a) A measurement is transformed into a fuzzy category using the membership functions of all defined categories; b) All pertinent inference rules of the control system are evaluated and a fuzzy inference is produced; c) In the last step the result of the fuzzy inference is transformed into a crisp value.

There are several alternative ways to transform a measurement into fuzzy categories. A frequent approach is to use triangular or trapezium-shaped membership functions. Figure 11.10 shows how a measurement interval can be subdivided using triangular-shaped membership functions and Figure 11.11 shows the same kind of subdivision but with trapezium-shaped membership functions.

The transformation of a measurement $x$ into a fuzzy category is given by the membership values $\alpha_{1}, \alpha_{2}, \alpha_{3}$ derived from the membership functions (as shown in Figure 11.10).

An important problem is how to transform the membership values $\alpha_{1}, \alpha_{2}, \alpha_{3}$ back into the measurement $x$, that is, how to implement the inverse operation to the fuzzifying of the crisp number. A popular approach is the centroid method. Figure 11.12 shows the value $x$ and its transformation into $\alpha_{1}, \alpha_{2}, \alpha_{3}$. From these three values we can reconstruct the original $x$. To do this, the surfaces of the triangular regions limited by the heights $\alpha_{1}, \alpha_{2}$


Fig. 11.10. Categories with triangular membership functions


Fig. 11.11. Categories with trapezium-shaped membership functions


Fig. 11.12. The centroid method
and $\alpha_{3}$ are computed. The horizontal component of the centroid of the total surface is the approximation to $x$ we are looking for (Figure 11.12).

For all $x$ values for which at least two of the three numbers $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are different from zero, we can compute a good approximation using the centroid method. Figure 11.13 shows the difference between $x$ and its approximation
when the basis of the triangular regions is of length 2, their height is 1 and the arrangement is the one shown in Figure 11.12. The value of $x$ has been chosen in the interval [1,2]. Figure 11.13 shows that the relative difference from the correct value of $x$ is never greater than $10 \%$.


Fig. 11.13. Reconstruction error of the centroid method

The centroid method produces better or worse inverse transformations depending on the placement of the triangular categories. Weighting the surfaces of the triangular regions according to their position can also affect how good the inverse transformation is.

### 11.3 Control with fuzzy logic

A fuzzy controller is a regulating system whose modus operandi is specified with fuzzy rules. In general it uses a small set of rules. The measurements are processed in their fuzzified form, fuzzy inferences are computed, and the result is defuzzified, that is, it is transformed back into a specific number.

### 11.3.1 Fuzzy controllers

The example with the electrical heater will be completed in this section. We must determine the domain of definition of the variables used in the problem. Assume that the room temperature is a number between 0 and 40 degrees Celsius. The controller can vary the electrical power consumed between 0 and 100 (in some suitable units), whereby 50 is the normal stand-by value.

Figure 11.14 shows the membership functions for the temperature categories "cold", "normal", and "warm" and the control categories "reduce", "maintain", and "heat".


Fig. 11.14. Membership functions for temperature and electric current categories

The temperature of 12 degrees corresponds to the fuzzy number $T=$ cold $/ 0.5+$ normal $/ 0.3+$ warm $/ 0.0$. These values lead to the previously computed inference action = heat/0.5+maintain $/ 0.3+$ reduce $/ 0.0$. The controller must transform the result of this fuzzy inference into a definite value. The surfaces of the membership triangles below the inferred degree of membership are calculated. The light shaded surface in Figure 11.15 corresponds to the action "heat", which is valid to $50 \%$. The darker region corresponds to the action "maintain" that is valid to $30 \%$. The centroid of the two shaded regions lies at about 70. This value for the power consumption is adjusted by the controller in order to heat the room.

It is of course possible to formulate more complex rules involving more than two variables. In all cases, though, we have to evaluate all rules simultaneously. Kosko shows some examples of dynamical systems with three or more control variables [259].

### 11.3.2 Fuzzy networks

Fuzzy systems can be represented as networks. The computing units must implement fuzzy operators. Figure 11.16 shows a network with four hidden units. Each one of them receives the inputs $x_{1}, x_{2}$ and $x_{3}$ which correspond to the fuzzy categorization of a specific number. The fuzzy operators are evaluated in parallel in the hidden layer of the network, which corresponds to the set of inference rules. The last unit in the network is the defuzzifier,


Fig. 11.15. Centroid computation
which transforms the fuzzy inferences into a specific control variable. The importance of each fuzzy inference rule is weighted by the numbers $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ as in a weighted centroid computation.


Fig. 11.16. Example of a fuzzy network

More complex rules can be implemented and this can lead to networks with several layers. However, fuzzy systems do not usually lead to very deep networks. Since at each fuzzy inference step the precision of the conclusion is reduced, it is not advisable to build too long an inference chain.

Fuzzy operators cannot be computed exactly by sigmoidal units, but for some of them a relatively good approximation is possible, for example, for bounded sum or bounded difference. A fuzzy inference chain using these operators can be approximated by a neural network.

The defuzzifier operator in the last layer can be approximated with standard units. If the membership functions are triangles, the surface of the triangles grows quadratically with the height. A quadratic function of this form
can be approximated in the pertinent interval using sigmoids. The parameters of the approximation can be set with the help of a learning algorithm.

### 11.3.3 Function approximation with fuzzy methods

A fuzzy controller is just a system for the rapid computation of an approximation of a coarsely defined control surface, like the one shown in Figure 11.17. The fuzzy controller computes a control variable according to the values of the variables $x$ and $y$. Both variables are transformed into fuzzy categories. Assume that each variable is transformed into a combination of three categories. There are nine different combinations of the categories for $x$ and $y$. For each of these nine combinations the value of the control variable is defined. This fixes nine points of the control surface.


Fig. 11.17. Approximation of a control surface

Arbitrary values of $x$ and $y$ belong, to different degrees, to the nine combined categories. This means that for arbitrary combinations of $x$ and $y$ an interpolation of the known function values of the control variable is needed. A fuzzy controller performs this computation according to the degree of membership of $(x, y)$ in each combined category. In Figure 11.17 the different shadings of the quadratic regions in the $x y$ plane represent the membership of the input in the category for which the control variable assumes the value $z_{0}$. Other values, which correspond to the lighter shaded regions receive a value for the control variable which is an interpolation of the neighboring $z$-values.

The control surface can be defined using a few points and, if the control function is smooth, a good approximation to other values is obtained with
simple interpolation. The reduced number of given points corresponds to a reduced number of inference rules in the fuzzy controller. The advantage of such an approach lies in the economic use of rules. Inference rules can be defined in the fuzzy formalism in a straightforward manner. The interpolation mechanism is taken as given. This approach works of course only in the case where the control function has an adequate degree of smoothness.

### 11.3.4 The eye as a fuzzy system - color vision

It is interesting to note that the eye makes use of a similar strategy to fuzzy controllers with regard to color vision. Photons of different wavelengths, corresponding to different colors in the visible spectrum, impinge on the retina. The eye contains receptors for only three types of colors. We can find in the cochlea different receptors for many of the frequencies present in sounds that we can hear, but in the eyes we find only receptors that are maximally excited with light from the spectral regions corresponding to the colors blue, green, and red. That is why the receptors have received the name of the colors they detect. Color vision must accommodate sensors to process a two-dimensional image at every pixel and this can only be done by reducing the number of detector types available.

The visible spectrum for humans extends from 400 up to 650 nanometers wavelength. A monochromatic color, that is, a color with a definite and crisp wavelength, excites all three receptor types in the retina. The output of each receptor class, however, is not identical but depends on the wavelength of the light. It has been shown in many color vision experiments, and later through direct measurements, that the ouput functions of the three receptor classes correspond to those shown in Figure 11.18. Blue receptors, for example, reach their maximal excitation for wavelengths around 430 nm . Green receptors respond maximally at 530 nm and red receptors at 560 nm . When monochromatic light excites the receptors on the retina its wavelength is transformed into three different excitation levels, that is, into a relative excitation of the three receptor types. The wavelength is transformed into a fuzzy category, just as in the case of fuzzy controllers. The three excitation levels measure the degree of membership in each of the three color categories blue, green, and red. The subsequent processing of the color information is performed based on this and additional coding steps (for example, comparing complementary colors). This is why a mixture of two colors is perceived by the brain as a third color.

Some simple physiological considerations show that good color discrimination requires at least three types of receptors [205]. Coding of the wavelength using three excitation values reduces the number of rules needed in subsequent processing. The sparseness of rules in fuzzy controllers finds its equivalent here in the sparseness of the biological organs.


Fig. 11.18. Response function of the three receptors in the retina

### 11.4 Historical and bibliographical remarks

Multiple-valued logic has a long history [362]. Aristotle raised the question of whether all valid propositions can only be assigned the logical values true or false. The first attempts at formulating a multiple-valued logic were made by logicians such as Charles Sanders Pierce at the end of the nineteenth and beginning of the twentieth century. The first well-known system of multiple valued logic was introduced by the Pole Jan Lukasiewicz in the 1920s. By defining a third truth value Lukasiewicz created a system of logic which was later axiomatized by other authors [362]. From 1930 onwards, renowned mathematicians such as Gödel, Brouwer, and von Neumann continued work on developing an alternative system of logic which could be used in mathematics or physics. In their investigations they considered the possibility of an infinite number of truth values.

Fuzzy logic, as formulated by Zadeh in 1965, is a multiple-valued logic with a continuum of truth values. The term fuzzy logic really refers more to a whole family of possible logic theories which vary in the definition of their logical operators [465]. In the 1970s the interest in fuzzy logic and its possible use in expert systems increased, so that the number of papers published on this topic increased almost exponentially from year to year [Gaines 1977]. First attempts to use fuzzy logic for control systems were extensively examined by Mamdani's group in England in the 1970s [Mamdani 1977]. Since then fuzzy controllers have left the research laboratories and are used in industrial and consumer electronics.

Over the last few years interest in fuzzy controllers has increased dramatically. Some companies already offer microchips with hardwired fuzzy operators and fuzzy inference rules. It is estimated that worldwide sales of fuzzy chips will increase from 1.5 billions dollars in 1990 to 13 billion dollars in the year 2000. Some companies are planning to incorporate fuzzy operators in the instruction set of normal microprocessors.

Fuzzy logic offers an interpretation model for the analysis of neural networks. Some pioneer work in this field has been carried out by Bart Kosko. Over the last few years other authors have continued with the examination of the relationships between fuzzy logic and neural networks [273]. An active field of research is the formulation of learning algorithms for fuzzy systems which retain the clarity of the fuzzy formalism.

## Exercises

1. Show that the maximum function fulfills the axioms U1-U5.
2. What are the corresponding axioms for the fuzzy intersection? Show that the minimum function fulfills them.
3. Propose a learning algorithm for a fuzzy network like the one shown in Figure 11.16.
4. Construct a set of fuzzy control rules for the pole balancing car shown in Figure 15.18.
5. Are triangular-shaped membership functions better or worse than trape-zium-shaped functions? Assume that a crisp number is transformed into fuzzy categories and then retransformed into a crisp number using the centroid method. What kind of function produces the lowest reconstruction error?

## Associative Networks

### 12.1 Associative pattern recognition

The previous chapters were devoted to the analysis of neural networks without feedback, capable of mapping an input space into an output space using only feed-forward computations. In the case of backpropagation networks we demanded continuity from the activation functions at the nodes. The neighborhood of a vector $\mathbf{x}$ in input space is therefore mapped to a neighborhood of the image $\mathbf{y}$ of $\mathbf{x}$ in output space. It is this property which gives its name to the continuous mapping networks we have considered up to this point.

In this chapter we deal with another class of systems, known generically as associative memories. The goal of learning is to associate known input vectors with given output vectors. Contrary to continuous mappings, the neighborhood of a known input vector $\mathbf{x}$ should also be mapped to the image $\mathbf{y}$ of $\mathbf{x}$, that is if $B(\mathbf{x})$ denotes all vectors whose distance from $\mathbf{x}$ (using a suitable metric) is lower than some positive constant $\varepsilon$, then we expect the network to map $B(\mathbf{x})$ to $\mathbf{y}$. Noisy input vectors can then be associated with the correct output.

### 12.1.1 Recurrent networks and types of associative memories

Associative memories can be implemented using networks with or without feedback, but the latter produce better results. In this chapter we deal with the simplest kind of feedback: the output of a network is used repetitively as a new input until the process converges. However, as we will see in the next chapter not all networks converge to a stable state after having been set in motion. Some restrictions on the network architecture are needed.

The function of an associative memory is to recognize previously learned input vectors, even in the case where some noise has been added. We have already discussed a similar problem when dealing with clusters of input vectors (Chap. 5). The approach we used there was to find cluster centroids in
input space. For an input $\mathbf{x}$ the weight vectors produced a maximal excitation at the unit representing the cluster assigned to $\mathbf{x}$, whereas all other units remained silent. A simple approach to inhibit the other units is to use non-local information to decide which unit should fire.

The advantage of associative memories compared to this approach is that only the local information stream must be considered. The response of each unit is determined exclusively by the information flowing through its own weights. If we take the biological analogy seriously or if we want to implement these systems in VLSI, locality is always an important goal. And as we will see in this chapter, a learning algorithm derived from biological neurons can be used to train associative networks: it is called Hebbian learning.

The associative networks we want to consider should not be confused with conventional associative memory of the kind used in digital computers, which consists of content addressable memory chips. With this in mind we can distinguish between three overlapping kinds of associative networks [294, 255]:

- Heteroassociative networks map $m$ input vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ in $n$ dimensional space to $m$ output vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$ in $k$-dimensional space, so that $\mathbf{x}^{i} \mapsto \mathbf{y}^{i}$. If $\left\|\tilde{\mathbf{x}}-\mathbf{x}^{i}\right\|^{2}<\varepsilon$ then $\tilde{\mathbf{x}} \mapsto \mathbf{y}^{i}$. This should be achieved by the learning algorithm, but becomes very hard when the number $m$ of vectors to be learned is too high.
- Autoassociative networks are a special subset of the heteroassociative networks, in which each vector is associated with itself, i.e., $\mathbf{y}^{i}=\mathbf{x}^{i}$ for $i=1, \ldots, m$. The function of such networks is to correct noisy input vectors.
- Pattern recognition networks are also a special type of heteroassociative networks. Each vector $\mathbf{x}^{i}$ is associated with the scalar $i$. The goal of such a network is to identify the 'name' of the input pattern.
Figure 12.1 shows the three kinds of networks and their intended use. They can be understood as automata which produce the desired output whenever a given input is fed into the network.


### 12.1.2 Structure of an associative memory

The three kinds of associative networks discussed above can be implemented with a single layer of computing units. Figure 12.2 shows the structure of a heteroassociative network without feedback. Let $w_{i j}$ be the weight between input site $i$ and unit $j$. Let $\mathbf{W}$ denote the $n \times k$ weight matrix $\left[w_{i j}\right]$. The row vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ produces the excitation vector $\mathbf{e}$ through the computation

$$
\mathbf{e}=\mathbf{x} \mathbf{W}
$$

The activation function is computed next for each unit. If it is the identity, the units are just linear associators and the output $\mathbf{y}$ is just $\mathbf{x W}$. In general $m$ different $n$-dimensional row vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ have to be associated


Fig. 12.1. Types of associative networks
with $m k$-dimensional row vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$. Let $\mathbf{X}$ be the $m \times n$ matrix whose rows are each one of the input vectors and let $\mathbf{Y}$ be the $m \times k$ matrix whose rows are the output vectors. We are looking for a weight matrix $\mathbf{W}$ for which

$$
\begin{equation*}
\mathbf{X W}=\mathbf{Y} \tag{12.1}
\end{equation*}
$$

holds. In the autoassociative case we associate each vector with itself and equation (12.1) becomes

$$
\begin{equation*}
\mathbf{X W}=\mathbf{X} \tag{12.2}
\end{equation*}
$$

If $m=n$, then $\mathbf{X}$ is a square matrix. If it is invertible, the solution of (12.1) is

$$
\mathbf{W}=\mathbf{X}^{-1} \mathbf{Y}
$$

which means that finding $\mathbf{W}$ amounts to solving a linear system of equations.
What happens now if the output of the network is used as the new input? Figure 12.3 shows such a recurrent autoassociative network. We make the assumption that all units compute their outputs simultaneously and we call such networks asynchronous. In each step the network is fed an input vector $\mathbf{x}(i)$ and produces a new output $\mathbf{x}(i+1)$. The question with this class of networks is whether there is a fixed point $\vec{\xi}$ such that

$$
\vec{\xi} \mathbf{W}=\vec{\xi}
$$

The vector $\vec{\xi}$ is an eigenvector of $\mathbf{W}$ with eigenvalue 1 . The network behaves as a first-order dynamical system, since each new state $\mathbf{x}(i+1)$ is completely determined by its most recent predecessor [30].


Fig. 12.2. Heteroassociative network without feedback


Fig. 12.3. Autoassociative network with feedback

### 12.1.3 The eigenvector automaton

Let $\mathbf{W}$ be the weight matrix of an autoassociative network, as shown in Figure 12.3. The individual units are linear associators. As we said before, we are interested in fixed points of the dynamical system but not all weight matrices lead to convergence to a stable state. A simple example is a rotation by 90 degrees in two-dimensional space, given by the matrix

$$
\mathbf{W}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

Such a matrix has no non-trivial eigenvectors. There is no fixed point for the dynamical system, but infinitely many cycles of length four. By changing the angle of rotation, arbitrarily long cycles can be produced and by picking an irrational angle, even a non-cyclic succession of states can be produced.

Quadratic matrices with a complete set of eigenvectors are more useful for storage purposes. An $n \times n$ matrix $\mathbf{W}$ has at most $n$ linear independent eigenvectors and $n$ eigenvalues. The eigenvectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{n}$ satisfy the set of equations

$$
\mathbf{x}^{i} \mathbf{W}=\lambda_{i} \mathbf{x}^{i} \quad \text { for } i=1, \ldots, n
$$

where $\lambda_{1}, \ldots, \lambda_{n}$ are the matrix eigenvalues.
Each weight matrix with a full set of eigenvectors defines a kind of "eigenvector automaton". Given an initial vector, the eigenvector with the largest eigenvalue can be found (if it exists). Assume without loss of generality that $\lambda_{1}$ is the eigenvalue of $\mathbf{w}$ with the largest magnitude, that is, $\left|\lambda_{1}\right|>\left|\lambda_{i}\right|$ for $i \neq j$. Let $\lambda_{1}>0$ and pick randomly a non-zero $n$-dimensional vector $\mathbf{a}_{0}$. This vector can be expressed as a linear combination of the $n$ eigenvectors of the matrix $\mathbf{W}$ :

$$
\mathbf{a}_{0}=\alpha_{1} \mathbf{x}^{1}+\alpha_{2} \mathbf{x}^{2}+\cdots+\alpha_{n} \mathbf{x}^{n}
$$

Assume that all constants $\alpha$ are non-zero. After the first iteration with the weight matrix $\mathbf{W}$ we get

$$
\begin{aligned}
\mathbf{a}_{1} & =\mathbf{a}_{0} \mathbf{W} \\
& =\left(\alpha_{1} \mathbf{x}^{1}+\alpha_{2} \mathbf{x}^{2}+\cdots+\alpha_{n} \mathbf{x}^{n}\right) \mathbf{W} \\
& =\alpha_{1} \lambda_{1} \mathbf{x}^{1}+\alpha_{2} \lambda_{2} \mathbf{x}^{2}+\cdots+\alpha_{n} \lambda_{n} \mathbf{x}^{n} .
\end{aligned}
$$

After $t$ iterations the result is

$$
\mathbf{a}_{t}=\alpha_{1} \lambda_{1}^{t} \mathbf{x}^{1}+\alpha_{2} \lambda_{2}^{t} \mathbf{x}^{2}+\cdots+\alpha_{n} \lambda_{n}^{t} \mathbf{x}^{n}
$$

It is obvious that the eigenvalue $\lambda_{1}$, the one with the largest magnitude, dominates this expression for a big enough $t$. The vector $\mathbf{a}_{t}$ can be brought arbitrarily close to the eigenvector $\mathbf{x}^{1}$ (with respect to the direction and without considering the relative lengths). In each iteration of the associative network, the vector $\mathbf{x}^{1}$ attracts any other vector $\mathbf{a}_{0}$ whose component $\alpha_{1}$ is non-zero. An example is the following weight matrix:

$$
\mathbf{W}=\left[\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right]
$$

Two eigenvectors of this matrix are $(1,0)$ and $(0,1)$ with respective eigenvalues 2 and 1. After $t$ iterations any initial vector $\left(x_{1}, x_{2}\right)$ with $x_{1} \neq 0$ is transformed into the vector $\left(2^{t} x_{1}, x_{2}\right)$, which comes arbitrarily near to the vector $(1,0)$ for a large enough $t$. In the language of the theory of dynamical systems, the vector $(1,0)$ is an attractor for all those two-dimensional vectors whose first component does not vanish.

### 12.2 Associative learning

The simple examples of the last section illustrate our goal: we want to use associative networks as dynamical systems, whose attractors are exactly those
vectors we would like to store. In the case of the linear eigenvector automaton, unfortunately just one vector absorbs almost the whole of input space. The secret of associative network design is locating as many attractors as possible in input space, each one of them with a well-defined and bounded influence region. To do this we must introduce a nonlinearity in the activation of the network units so that the dynamical system becomes nonlinear.

Bipolar coding has some advantages over binary coding, as we have already seen several times, but this is still more noticeable in the case of associative networks. We will use a step function as nonlinearity, computing the output of each unit with the sign function

$$
\operatorname{sgn}(x)=\left\{\begin{aligned}
1 & \text { if } x \geq 0 \\
-1 & \text { if } x<0
\end{aligned}\right.
$$

The main advantage of bipolar coding is that bipolar vectors have a greater probability of being orthogonal than binary vectors. This will be an issue when we start storing vectors in the associative network.

### 12.2.1 Hebbian learning - the correlation matrix

Consider a single-layer network of $k$ units with the sign function as activation function. We want to find the appropriate weights to map the $n$-dimensional input vector $\mathbf{x}$ to the $k$-dimensional output vector $\mathbf{y}$. The simplest learning rule that can be used in this case is Hebbian learning, proposed in 1949 by the psychologist Donald Hebb [182]. His idea was that two neurons which are simultaneously active should develop a degree of interaction higher than those neurons whose activities are uncorrelated. In the latter case the interaction between the elements should be very low or zero [308].


Fig. 12.4. The Hebb rule

In the case of an associative network, Hebbian learning is applied, updating the weight $w_{i j}$ by $\Delta w_{i j}$. This increments measures the correlation between the input $x_{i}$ at site $i$ and the output $y_{j}$ of unit $j$. During learning, both input and output are clamped to the network and the weight update is given by

$$
\Delta w_{i j}=\gamma x_{i} x_{j}
$$

The factor $\gamma$ is a learning constant in this equation. The weight matrix $\mathbf{W}$ is set to zero before Hebbian learning is started. The learning rule is applied
to all weights clamping the $n$-dimensional row vector $\mathbf{x}^{1}$ to the input and the $k$-dimensional row vector $\mathbf{y}^{1}$ to the output. The updated weight matrix $\mathbf{W}$ is the correlation matrix of the two vectors and has the form

$$
\mathbf{W}=\left[w_{i j}\right]_{n \times k}=\left[x_{i}^{1} y_{j}^{1}\right]_{n \times k}
$$

The matrix $\mathbf{W}$ maps the non-zero vector $\mathbf{x}^{1}$ exactly to the vector $\mathbf{y}^{1}$, as can be proved by looking at the excitation of the $k$ output units of the network, which is given by the components of

$$
\begin{aligned}
\mathbf{x}^{1} \mathbf{W} & =\left(y_{1}^{1} \sum_{i=1}^{n} x_{i}^{1} x_{i}^{1}, y_{2}^{1} \sum_{i=1}^{n} x_{i}^{1} x_{i}^{1}, \ldots, y_{k}^{1} \sum_{i=1}^{n} x_{i}^{1} x_{i}^{1}\right) \\
& =\mathbf{y}^{1}\left(\mathbf{x}^{1} \cdot \mathbf{x}^{1}\right)
\end{aligned}
$$

For $\mathbf{x}^{1} \neq \mathbf{0}$ it holds $\mathbf{x}^{1} \cdot \mathbf{x}^{1}>0$ and the output of the network is

$$
\operatorname{sgn}\left(\mathbf{x}^{1} \mathbf{W}\right)=\left(y_{1}^{1}, y_{2}^{1}, \ldots, y_{k}^{1}\right)=\mathbf{y}^{1}
$$

where the sign function is applied to each component of the vector of excitations.

In general, if we want to associate $m n$-dimensional non-zero vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ with $m k$-dimensional vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$, we apply Hebbian learning to each input-output pair and the resulting weight matrix is

$$
\begin{equation*}
\mathbf{W}=\mathbf{W}^{1}+\mathbf{W}^{2}+\cdots+\mathbf{W}^{m} \tag{12.3}
\end{equation*}
$$

where each matrix $\mathbf{W}^{\ell}$ is the $n \times k$ correlation matrix of the vectors $\mathbf{x}^{\ell}$ and $\mathbf{y}^{\ell}$, i.e.,

$$
\mathbf{W}^{\ell}=\left[x_{i}^{\ell} y_{j}^{\ell}\right]_{n \times k}
$$

If the input to the network is the vector $\mathbf{x}^{p}$, the vector of unit excitations is

$$
\begin{aligned}
\mathbf{x}^{p} \mathbf{W} & =\mathbf{x}^{p}\left(\mathbf{W}^{1}+\mathbf{W}^{2}+\cdots+\mathbf{W}^{m}\right) \\
& =\mathbf{x}^{p} \mathbf{W}^{p}+\sum_{\ell \neq p}^{m} \mathbf{x}^{p} \mathbf{W}^{\ell} \\
& =\mathbf{y}^{p}\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)+\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell}\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right) .
\end{aligned}
$$

The excitation vector is equal to $\mathbf{y}^{p}$ multiplied by a positive constant plus an additional perturbation term $\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell}\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)$ called the crosstalk. The network produces the desired vector $\mathbf{y}^{p}$ as output when the crosstalk is zero. This is the case whenever the input patterns $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ are pairwise orthogonal. Yet, the perturbation term can be different from zero and the mapping can still work. The crosstalk should only be sufficiently smaller than $\mathbf{y}^{p}\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)$. In that case the output of the network is

$$
\operatorname{sgn}\left(\mathbf{x}^{p} \mathbf{W}\right)=\operatorname{sgn}\left(\mathbf{y}^{p}\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)+\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell}\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)\right)
$$

Since $\mathbf{x}^{p} \cdot \mathbf{x}^{p}$ is a positive constant, it holds that

$$
\operatorname{sgn}\left(\mathbf{x}^{p} \mathbf{W}\right)=\operatorname{sgn}\left(\mathbf{y}^{p}+\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell} \frac{\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)}{\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)}\right)
$$

To produce the output $\mathbf{y}^{p}$ the equation

$$
\mathbf{y}^{p}=\operatorname{sgn}\left(\mathbf{y}^{p}+\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell} \frac{\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)}{\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)}\right)
$$

must hold. This is the case when the absolute value of all components of the perturbation term

$$
\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell} \frac{\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)}{\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)}
$$

is smaller than 1 . This means that the scalar products $\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}$ must be small in comparison to the quadratic length of the vector $\mathbf{x}^{p}$ (equal to $n$ for $n$ dimensional bipolar vectors). If randomly selected bipolar vectors are associated with other also randomly selected bipolar vectors, the probability is high that they will be nearly pairwise orthogonal, as long as not many of them are selected. The crosstalk will be small. In this case Hebbian learning will lead to an efficient set of weights for the associative network.

In the autoassociative case, in which a vector $\mathbf{x}^{1}$ is to be associated with itself, the matrix $\mathbf{W}^{1}$ can also be computed using Hebbian learning. The matrix is given by

$$
\mathbf{W}^{1}=\left(\mathbf{x}^{1}\right)^{\mathrm{T}} \mathbf{x}^{1}
$$

Some authors define the autocorrelation matrix $\mathbf{W}^{1}$ as $\mathbf{W}^{1}=(1 / n)\left(\mathbf{x}^{1}\right)^{\mathrm{T}} \mathbf{x}^{1}$. Since the additional positive constant does not change the sign of the excitation, we will not use it in our computations.

If a set of $m$ row vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ is to be autoassociated, the weight $\operatorname{matrix} \mathbf{W}$ is given by

$$
\begin{aligned}
\mathbf{W} & =\left(\mathbf{x}^{1}\right)^{\mathrm{T}} \mathbf{x}^{1}+\left(\mathbf{x}^{2}\right)^{\mathrm{T}} \mathbf{x}^{2}+\cdots+\left(\mathbf{x}^{m}\right)^{\mathrm{T}} \mathbf{x}^{m} \\
& =\mathbf{X}^{\mathrm{T}} \mathbf{X}
\end{aligned}
$$

where $\mathbf{X}$ is the $m \times n$ matrix whose rows are the $m$ given vectors. The matrix $\mathbf{W}$ is now the autocorrelation matrix for the set of $m$ given vectors. It is expected from $\mathbf{W}$ that it can lead to the reproduction of each one of the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ when used as weight matrix of the autoassociative network. This means that

$$
\begin{equation*}
\operatorname{sgn}\left(\mathbf{x}^{i} \mathbf{W}\right)=\mathbf{x}^{i} \quad \text { for } i=1, \ldots, m \tag{12.4}
\end{equation*}
$$

or alternatively

$$
\begin{equation*}
\operatorname{sgn}(\mathbf{X} \mathbf{W})=\mathbf{X} \tag{12.5}
\end{equation*}
$$

The function $\operatorname{sgn}(\mathbf{x} \mathbf{W})$ can be considered to be a nonlinear operator. Equation (12.4) expresses the fact that the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ are the eigenvectors of the nonlinear operator. The learning problem for associative networks consists in constructing the matrix $\mathbf{W}$ for which the nonlinear operator $\operatorname{sgn}(\mathbf{x W})$ has these eigenvectors as fixed points. This is just a generalization of the eigenvector concept to nonlinear functions. On the other hand, we do not want to simply use the identity matrix, since the objective of the whole exercise is to correct noisy input vectors. Those vectors located near to stored patterns should be attracted to them. For $\mathbf{W}=\mathbf{X}^{T} \mathbf{X}$, (12.5) demands that

$$
\begin{equation*}
\operatorname{sgn}\left(\mathbf{X X}^{\mathrm{T}} \mathbf{X}\right)=\mathbf{X} \tag{12.6}
\end{equation*}
$$

If the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ are pairwise orthogonal $\mathbf{X}^{T} \mathbf{X}$ is the identity matrix multiplied by $n$ and (12.6) is fulfilled. If the patterns are nearly pairwise orthogonal $\mathbf{X}^{\mathrm{T}} \mathbf{X}$ is nearly the identity matrix (times $n$ ) and the associative network continues to work.

### 12.2.2 Geometric interpretation of Hebbian learning

The matrices $\mathbf{W}^{1}, \mathbf{W}^{2}, \ldots, \mathbf{W}^{m}$ in equation (12.3) can be interpreted geometrically. This would provide us with a hint as to the possible ways of improving the learning method. Consider first the matrix $\mathbf{W}^{1}$, defined in the autoassociative case as

$$
\mathbf{W}^{1}=\left(\mathbf{x}^{1}\right)^{\mathrm{T}} \mathbf{x}^{1}
$$

Any input vector $\mathbf{z}$ fed to the network is projected into the linear subspace $L_{1}$ spanned by the vector $\mathbf{x}^{1}$, since

$$
\mathbf{z} \mathbf{W}^{1}=\mathbf{z}\left(\mathbf{x}^{1}\right)^{\mathrm{T}} \mathbf{x}^{1}=\left(\mathbf{z}\left(\mathbf{x}^{1}\right)^{\mathrm{T}}\right) \mathbf{x}^{1}=c_{1} \mathbf{x}^{1}
$$

where $c_{1}$ represents a constant. The matrix $\mathbf{W}^{1}$ represents, in general, a nonorthogonal projection operator that projects the vector $\mathbf{z}$ in $L_{1}$. A similar interpretation can be derived for each weight matrix $\mathbf{W}^{2}$ to $\mathbf{W}^{m}$. The matrix $\mathbf{W}=\sum_{i=1}^{m} \mathbf{W}^{i}$ is therefore a linear transformation which projects a vector $\mathbf{z}$ into the linear subspace spanned by the vectors $\mathbf{x}^{1}, \mathrm{x}^{2}, \ldots, \mathrm{x}^{m}$, since

$$
\begin{aligned}
\mathbf{z W} & =\mathbf{z} \mathbf{W}^{1}+\mathbf{z} \mathbf{W}^{2}+\cdots+\mathbf{z} \mathbf{W}^{m} \\
& =c_{1} \mathbf{x}^{1}+c_{2} \mathbf{x}^{2}+\cdots+c_{m} \mathbf{x}^{m}
\end{aligned}
$$

with constants $c_{1}, c_{2}, \ldots, c_{m}$. In general $\mathbf{W}$ does not represent an orthogonal projection.

### 12.2.3 Networks as dynamical systems - some experiments

How good is Hebbian learning when applied to an associative network? Some empirical results can illustrate this point, as we proceed to show in this section.

Since associative networks can be considered to be dynamical systems, one of the important issues is how to identify their attractors and how extended the basins of attraction are, that is, how large is the region of input space mapped to each one of the fixed points of the system. We have already discussed how to engineer a nonlinear operator whose eigenvectors are the patterns to be stored. Now we investigate this matter further and measure the changes in the basins of attraction when the patterns are learned one after the other using the Hebb rule. In order to measure the size of the basins of attraction we must use a suitable metric. This will be the Hamming distance between bipolar vectors, which is just the number of different components which both contain.

Table 12.1. Percentage of 10 -dimensional vectors with a Hamming distance $(H)$ from 0 to 4 , which converge to a stored vector in a single iteration. The number of stored vectors increases from 1 to 10 .

| Number of stored vectors (dimension 10) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 0100.0100.0100.0100.0100.0100.0100.0100.0100.0100.0 |  |  |  |  |  |  |  |  |  |  |
| 1 | 100.0 | 00.0 | 90.0 | 85.0 | 60.0 | 60.0 | 54.3 | 56.2 | 45.5 | 33.0 |
| 2 | 00.0 | 86.7 | 64.4 | 57.2 | 40.0 | 31.8 | 22.5 | 23.1 | 17.0 | 13.3 |
|  | 100.0 | 50.0 | 38.6 | 25.4 | 13.5 | 8.3 | 4.8 | 5.9 | 1 | 2.4 |
|  | 100.0 | 0.0 | 9.7 | 7.4 | 4.5 | 2.7 | 0.9 | 0.8 | 0.3 | 2 |

Table 12.1 shows the results of a computer experiment. Ten randomly chosen vectors in 10-dimensional space were stored in the weight matrix of an associative network using Hebbian learning. The weight matrix was computed iteratively, first for one vector, then for two, etc. After each update of the weight matrix the number of vectors with a Hamming distance from 0 to 4 to the stored vectors, and which could be mapped to each one of them by the network, was counted. The table shows the percentage of vectors that were mapped in a single iteration to a stored pattern. As can be seen, each new stored pattern reduces the size of the average basins of attraction, until by 10 stored vectors only $33 \%$ of the vectors with a single different component are mapped to one of them.

The table shows the average results for all stored patterns. When only one vector has been stored, all vectors up to Hamming distance 4 converge to it. If two vectors have been stored, only $86.7 \%$ of the vectors with Hamming


Fig. 12.5. The grey shading of each concentric circle represents the percentage of vectors with Hamming distance from 0 to 4 to stored patterns and which converge to them. The smallest circle represents the vectors with Hamming distance 0. Increasing the number of stored patterns from 1 to 8 reduces the size of the basins of attraction.
distance 2 converge to the stored patterns. Figure 12.5 is a graphical representation of the changes to the basins of attraction after each new pattern has been stored. The basins of attraction become continuously smaller and less dense.

Table 12.1 shows only the results for vectors with a maximal Hamming distance of 4 , because vectors with a Hamming distance greater than 5 are mapped not to $\mathbf{x}$ but to $-\mathbf{x}$, when $\mathbf{x}$ is one of the stored patterns. This is so because

$$
\operatorname{sgn}(-\mathbf{x} \mathbf{W})=-\operatorname{sgn}(x \mathbf{W})=-\mathbf{x}
$$

These additional stored patterns are usually a nuisance. They are called spurious stable states. However, they are inevitable in the kind of associative networks considered in this chapter.

The results of Table 12.1 can be improved using a recurrent network of the type shown in Figure 12.3. The operator $\operatorname{sgn}(\mathbf{x} \mathbf{W})$ is used repetitively. If an input vector does not converge to a stored pattern in one iteration, its image is nevertheless rotated in the direction of the fixed point. An additional iteration can then lead to convergence.

The iterative method was described before for the eigenvector automaton. The disadvantage of that automaton was that a single vector attracts almost the whole of input space. The nonlinear operator $\operatorname{sgn}(\mathbf{x W})$ provides a solution for this problem. On the one hand, the stored vectors can be reproduced, i.e., $\operatorname{sgn}(\mathbf{x W})=\mathbf{x}$. There are no "eigenvalues" different from 1. On the other hand, the nonlinear sign function does not allow a single vector to attract most of input space. Input space is divided more regularly into basins of attraction for the different stored vectors. Table 12.2 shows the convergence
of an autoassociative network when five iterations are used. Only the first seven vectors used in Table 12.1 were considered again for this table.

Table 12.2. Percentage of 10 -dimensional vectors with a Hamming distance ( $H$ ) from 0 to 4 , which converge to a stored vector in five iterations. The number of stored vectors increases from 1 to 7 .

| Numb |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 100.0100.0100.0100. |  |  |  |  |  |  |  |
| $1100.0100 .0 \begin{array}{llllllllll} & 90.0 & 85.0 & 60.0 & 60.0 & 54.3\end{array}$ |  |  |  |  |  |  |  |
| $2100.0100 .0782 .671 .141 .834 .8 \quad 27.9$ |  |  |  |  |  |  |  |
| 3100.080 .048 .647 .518 .310 .8 |  |  |  |  |  |  |  |
| $4100.042 .8 \quad 21.9 \quad 22.3$ 6.8 3.7 |  |  |  |  |  |  |  |

The table shows an improvement in the convergence properties of the network, that is, an expansion of the average size and density of the basins of attraction. After six stored vectors the results of Table 12.2 become very similar to those of Table 12.1.

The results of Table 12.1 and Table 12.2 can be compared graphically. Figure 12.6 shows the percentage of vectors with a Hamming distance of 0 to 5 from a stored vector that converge to it. The broken line shows the results for the recurrent network of Table 12.2. The continuous line summarizes the results for a single iteration. Comparison of the "single shot" method and the recurrent computation show that the latter is more effective at least as long as not too many vectors have been stored. When the capacity of the weight matrix begins to be put under strain, the differences between the two methods disappear.

The sizes of the basins of attraction in the feed-forward and the recurrent network can be compared using an index $I$ for their size. This index can be defined as

$$
I=\sum_{h=0}^{5} h p_{h}
$$

where $p_{h}$ represents the percentage of vectors with Hamming distance $h$ from a stored vector which converge to it. Two indices were computed using the data in Table 12.1 and Table 12.2. The results are shown in Figure 12.7. Both indices are clearly different up to five stored vectors.

As all these comparisons show, the size of the basins of attraction falls very fast. This can be explained by remembering that five stored vectors imply at least ten actually stored patterns, since together with $\mathbf{x}$ the vector $-\mathbf{x}$ is also stored. Additionally, distortion of the basins of attraction produced by


Fig. 12.6. Comparison of the percentage of vectors with a Hamming distance from 0 to 5 from stored patterns and which converge to them

Hebbian learning leads to the appearance of other spurious stable states. A computer experiment was used to count the number of spurious states that appear when 2 to 7 random bipolar vectors are stored in a $10 \times 10$ associative matrix. Table 12.3 shows the fast increase in the number of spurious states.

Spurious states other than the negative stored patterns appear because the crosstalk becomes too large. An alternative way to minimize the crosstalk term is to use another kind of learning rule, as we discuss in the next section.


Fig. 12.7. Comparison of the indices of attraction for an associative network with and without feedback

Table 12.3. Increase in the number of spurious states when the number of stored patterns increases from 2 to 7 (dimension 10)

| stored vectors | 23 | 4 | 5 | 6 | 7 |
| ---: | :--- | :--- | :--- | :--- | :--- |
| negative vectors | 23 | 4 | 5 | 6 | 7 |
| spurious fixed points | 24 | 8 | 162445 |  |  |
| total | 4712213052 |  |  |  |  |

### 12.2.4 Another visualization

A second kind of visualization of the basins of attraction allows us to perceive their gradual fragmentation in an associative network. Figure 12.8 shows the result of an experiment using input vectors in a 100-dimensional space. Several vectors were stored and the size of the basins of attraction of one of them and its bipolar complement were monitored using the following technique: the 100 components of each vector were divided into two groups of 50 components using random selection. The Hamming distance of a vector to the stored vector was measured by counting the number of different components in each group. In this way the vector $\mathbf{z}$ with Hamming distances 20 and 30 to the vector $\mathbf{x}$, according to the chosen partition in two groups of components, is a vector with total Hamming distance 50 to the stored vector. The chosen partition allows us to represent the vector $\mathbf{z}$ as a point at the position $(20,30)$ in a two-dimensional grid. This point is colored black if $\mathbf{z}$ is associated with $\mathbf{x}$ by the associative network, otherwise it is left white. For each point in the grid a vector with the corresponding Hamming distance to $\mathbf{x}$ was generated.

As Figure 12.8 shows, when only 4 vectors have been stored, the vector $\mathbf{x}$ and its complement $-\mathbf{x}$ attract a considerable portion of their neighborhood.


Fig. 12.8. Basin of attraction in 100 -dimensional space of a stored vector. The number of stored patterns is $4,6,10$ and 15 , from top to bottom, left to right.

As the number of stored vectors increases, the basins of attraction become ragged and smaller, until by 15 stored vectors they are starting to become unusable. This is near to the theoretical limit for the capacity of an associative network.

### 12.3 The capacity problem

The experiments of the previous sections have shown that the basins of attraction of stored patterns deteriorate every time new vectors are presented to an associative network. If the crosstalk term becomes too large, it can even happen that previously stored patterns are lost, because when they are presented to the network one or more of their bits are flipped by the associative computation. We would like to keep the probability that this could happen low, so that stored patterns can always be recalled. Depending on the upper bound that we want to put on this probability some limits to the number of patterns $m$ that can be stored safely in an autoassociative network with an $n \times n$ weight matrix $\mathbf{W}$ will arise. This is called the maximum capacity of the network and an often quoted rule of thumb is $m \approx 0.18 n$. It is actually easy to derive this rule [189].

The crosstalk term for $n$-dimensional bipolar vectors and $m$ patterns in the autoassociative case is

$$
\frac{1}{n} \sum_{\ell \neq p}^{m} \mathbf{x}^{\ell}\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)
$$

This can flip a bit of a stored pattern if the magnitude of this term is larger than 1 and if it is of opposite sign. Assume that the stored vectors are chosen randomly from input space. In this case the crosstalk term for bit $i$ of the input vector is given by

$$
\frac{1}{n} \sum_{\ell \neq p}^{m} x_{i}^{\ell}\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)
$$

This is a sum of $(m-1) n$ bipolar bits. Since the components of each pattern have been selected randomly we can think of $m n$ random bit selections (for large $m$ and $n$ ). The expected value of the sum is zero. It can be shown that the sum has a binomial distribution and for large $m n$ we can approximate it with a normal distribution. The standard deviation of the distribution is $\sigma=\sqrt{m / n}$. The probability of error $P$ that the sum becomes larger than 1 or -1 is given by the area under the Gaussian from 1 to $\infty$ or from -1 to $-\infty$. That is,

$$
P=\frac{1}{\sqrt{2 \pi} \sigma} \int_{1}^{\infty} \mathrm{e}^{-x^{2} /\left(2 \sigma^{2}\right)} d x
$$

If we set the upper bound for one bit failure at 0.01 , the above expression can be solved numerically to find the appropriate combination of $m$ and $n$. The numerical solution leads to $m \approx 0.18 n$ as mentioned before.

Note that these are just probabilistic results. If the patterns are correlated, even $m<0.18 n$ can produce problems. Also, we did not consider the case of a recursive computation and only considered the case of a false bit. A more precise computation does not essentially change the order of magnitude of these results: an associative network remains statistically safe only if fewer than $0.18 n$ patterns are stored. If we demand perfect recall of all patterns more stringent bounds are needed [189]. The experiments in the previous section are on such a small scale that no problems were found with the recall of stored patterns even when $m$ was much larger than $0.18 n$.

### 12.4 The pseudoinverse

Hebbian learning produces good results when the stored patterns are nearly orthogonal. This is the case when $m$ bipolar vectors are selected randomly from an $n$-dimensional space, $n$ is large enough and $m$ much smaller than $n$. In real applications the patterns are almost always correlated and the crosstalk in the expression

$$
\mathbf{x}^{p} \mathbf{W}=\mathbf{y}^{p}\left(\mathbf{x}^{p} \cdot \mathbf{x}^{p}\right)+\sum_{\ell \neq p}^{m} \mathbf{y}^{\ell}\left(\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}\right)
$$

affects the recall process because the scalar products $\mathbf{x}^{\ell} \cdot \mathbf{x}^{p}$, for $\ell \neq p$, are not small enough. This causes a reduction in the capacity of the associative network, that is, of the number of patterns that can be stored and later recalled. Consider the example of scanned letters of the alphabet, digitized using a $16 \times 16$ grid of pixels. The pattern vectors do not occupy input space homogeneously but concentrate around a small region. We must therefore look for alternative learning methods capable of minimizing the crosstalk between the stored patterns. One of the preferred methods is using the pseudoinverse of the pattern matrix instead of the correlation matrix.

### 12.4.1 Definition and properties of the pseudoinverse

Let $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ be $n$-dimensional vectors and associate them with the $m$ $k$-dimensional vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$. The matrix $\mathbf{X}$ is, as before, the $m \times n$ matrix whose rows are the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$. The rows of the $m \times k$ matrix $\mathbf{Y}$ are the vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$. We are looking for a weight matrix W such that

$$
\mathbf{X W}=\mathbf{Y}
$$

Since in general $m \neq n$ and the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ are not necessarily linearly independent, the matrix $\mathbf{X}$ cannot be inverted. However, we can look for a matrix $\mathbf{W}$ which minimizes the quadratic norm of the matrix $\mathbf{X W}-\mathbf{Y}$, that is, the sum of the squares of all its elements. It is a well-known result of linear algebra that the expression $\|\mathbf{X W}-\mathbf{Y}\|^{2}$ is minimized by the matrix $\mathbf{W}=\mathbf{X}^{+} \mathbf{Y}$, where $\mathbf{X}^{+}$is the so-called pseudoinverse of the matrix $\mathbf{X}$. In some sense the pseudoinverse is the best "approximation" to an inverse that we can get, and if $\mathbf{X}^{-1}$ exists, then $\mathbf{X}^{-1}=\mathbf{X}^{+}$.

Definition 14. The pseudoinverse of a real $m \times n$ matrix is the real matrix $\mathbf{X}^{+}$with the following properties:
a) $\mathbf{X X}^{+} \mathbf{X}=\mathbf{X}$.
b) $\mathbf{X}^{+} \mathbf{X} \mathbf{X}^{+}=\mathbf{X}^{+}$.
c) $\mathbf{X}^{+} \mathbf{X}$ and $\mathbf{X X}^{+}$are symmetrical.

It can be shown that the pseudoinverse of a matrix $\mathbf{X}$ always exists and is unique [14]. We can now prove the result mentioned before [185].

Proposition 18. Let $\mathbf{X}$ be an $m \times n$ real matrix and $\mathbf{Y}$ be an $m \times k$ real matrix. The $n \times k$ matrix $\mathbf{W}=\mathbf{X}^{+} \mathbf{Y}$ minimizes the quadratic norm of the matrix $\mathbf{X W}-\mathbf{Y}$.

Proof. Define $E=\|\mathbf{X W}-\mathbf{Y}\|^{2}$. The value of $E$ can be computed from the equation

$$
E=\operatorname{tr}(\mathbf{S})
$$

where $\mathbf{S}=(\mathbf{X W}-\mathbf{Y})^{\mathrm{T}}(\mathbf{X W}-\mathbf{Y})$ and $\operatorname{tr}(\cdot)$ denotes the function that computes the trace of a matrix, that is, the sum of all its diagonal elements. The matrix $\mathbf{S}$ can be rewritten as

$$
\begin{equation*}
\mathbf{S}=\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)^{\mathrm{T}} \mathbf{X}^{\mathrm{T}} \mathbf{X}\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X} \mathbf{X}^{+}\right) \mathbf{Y} \tag{12.7}
\end{equation*}
$$

This can be verified by bringing $\mathbf{S}$ back to its original form. Equation (12.7) can be written as

$$
\mathbf{S}=\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)^{\mathrm{T}}\left(\mathbf{X}^{\mathrm{T}} \mathbf{X} \mathbf{X}^{+} \mathbf{Y}-\mathbf{X}^{\mathrm{T}} \mathbf{X} \mathbf{W}\right)+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X X}^{+}\right) \mathbf{Y}
$$

Since the matrix $\mathbf{X X}^{+}$is symmetrical (from the definition of $\mathbf{X}^{+}$), the above expression transforms to

$$
\mathbf{S}=\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)^{\mathrm{T}}\left(\left(\mathbf{X X}^{+} \mathbf{X}\right)^{\mathrm{T}} \mathbf{Y}-\mathbf{X}^{\mathrm{T}} \mathbf{X} \mathbf{W}\right)+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X X}^{+}\right) \mathbf{Y}
$$

Since from the definition of $\mathbf{X}^{+}$we know that $\mathbf{X X}^{+} \mathbf{X}=\mathbf{X}$ it follows that

$$
\begin{aligned}
\mathbf{S} & =\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)^{\mathrm{T}}\left(\mathbf{X}^{\mathrm{T}} \mathbf{Y}-\mathbf{X}^{\mathrm{T}} \mathbf{X} \mathbf{W}\right)+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X X}^{+}\right) \mathbf{Y} \\
& =\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)^{\mathrm{T}} \mathbf{X}^{\mathrm{T}}(\mathbf{Y}-\mathbf{X} \mathbf{W})+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X X}^{+}\right) \mathbf{Y} \\
& =\left(\mathbf{X X}^{+} \mathbf{Y}-\mathbf{X} \mathbf{W}\right)^{\mathrm{T}}(\mathbf{Y}-\mathbf{X} \mathbf{W})+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X} \mathbf{X}^{+}\right) \mathbf{Y} \\
& =(-\mathbf{X} \mathbf{W})^{\mathrm{T}}(\mathbf{Y}-\mathbf{X} \mathbf{W})+\mathbf{Y}^{\mathrm{T}} \mathbf{X} \mathbf{X}^{+}(\mathbf{Y}-\mathbf{X} \mathbf{W})+\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X} \mathbf{X}^{+}\right) \mathbf{Y} \\
& =(-\mathbf{X} \mathbf{W})^{\mathrm{T}}(\mathbf{Y}-\mathbf{X} \mathbf{W})+\mathbf{Y}^{\mathrm{T}}(-\mathbf{X} \mathbf{W})+\mathbf{Y}^{\mathrm{T}} \mathbf{Y} \\
& =(\mathbf{Y}-\mathbf{X} \mathbf{W})^{\mathrm{T}}(\mathbf{Y}-\mathbf{X} \mathbf{W}) .
\end{aligned}
$$

This confirms that equation (12.7) is correct. Using (12.7) the value of $E$ can be written as

$$
E=\operatorname{tr}\left(\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)^{\mathrm{T}} \mathbf{X}^{\mathrm{T}} \mathbf{X}\left(\mathbf{X}^{+} \mathbf{Y}-\mathbf{W}\right)\right)+\operatorname{tr}\left(\mathbf{Y}^{\mathrm{T}}\left(\mathbf{I}-\mathbf{X} \mathbf{X}^{+}\right) \mathbf{Y}\right)
$$

since the trace of an addition of two matrices is the addition of the trace of each matrix. The trace of the second matrix is a constant. The trace of the first is positive or zero, since the trace of a matrix of the form $\mathbf{A} \mathbf{A}^{\mathrm{T}}$ is always positive or zero. The minimum of $E$ is reached therefore when $\mathbf{W}=\mathbf{X}^{+} \mathbf{Y}$, as we wanted to prove.

An interesting corollary of the above proposition is that the pseudoinverse of a matrix $\mathbf{X}$ minimizes the norm of the matrix $\mathbf{X X}^{+}-\mathbf{I}$. This is what we mean when we say that the pseudoinverse is the second best choice if the inverse of a matrix is not defined.

The quadratic norm $E$ has a straightforward interpretation for our associative learning task. Minimizing $E=\|\mathbf{X W}-\mathbf{Y}\|^{2}$ amounts to minimizing
the sum of the quadratic norm of the vectors $\mathbf{x}^{i} \mathbf{W}-\mathbf{y}^{i}$, where $\left(\mathbf{x}^{i}, \mathbf{y}^{i}\right)$, for $i=1, \ldots, m$, are the vector pairs we want to associate. The identity

$$
\mathbf{x}^{i} \mathbf{W}=\mathbf{y}^{i}+\left(\mathbf{x}^{i} \mathbf{W}-\mathbf{y}^{i}\right)
$$

always holds. Since the desired result of the computation is $\mathbf{y}^{i}$, the term $\mathbf{x}^{i} \mathbf{W}-$ $\mathbf{y}^{i}$ represents the deviation from the ideal situation, that is, the crosstalk in the associative network. The quadratic norm $E$ defined before can also be written as

$$
E=\sum_{i=1}^{m}\left\|\mathbf{x}^{i} \mathbf{W}-\mathbf{y}^{i}\right\|^{2}
$$

Minimizing $E$ amounts to minimizing the deviation from perfect recall. The pseudoinverse can thus be used to compute an optimal weight matrix $\mathbf{W}$.

Table 12.4. Percentage of 10 -dimensional vectors with a Hamming distance $(H)$ from 0 to 4 , which converge to a stored vector in five iterations. The number of stored vectors increases from 1 to 7 . The weight matrix is $\mathbf{X}^{+} \mathbf{X}$.

| Number of stored vectors (dimension 10) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | -1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 0100.0100.0100.0100.0100.0100.0100.0 |  |  |  |  |  |  |  |
| $1100.0100 .0 \begin{array}{llllllllll} & 90.0 & 85.0 & 50.0 & 50.0 & 30.0\end{array}$ |  |  |  |  |  |  |  |
| $\begin{array}{llllllll}100.0 & 86.7 & 77.8 & 60.0 & 22.7 & 10.4 & 1.3\end{array}$ |  |  |  |  |  |  |  |
| 33100.050 .8140 .830 .4 |  |  |  |  |  |  |  |
|  | 100.0 |  | 7.6 | 8.6 | 0.0 | 0.0 |  |

An experiment similar to the ones performed before (Table 12.4) shows that using the pseudoinverse to compute the weight matrix produces better results than when the correlation matrix is used. Only one iteration was performed during the associative recall. The table also shows that if more than five vectors are stored the quality of the results does not improve. This can be explained by noting that the capacity of the associative network has been overflowed. The stored vectors were also randomly chosen. The pseudoinverse method performs better than Hebbian learning when the patterns are correlated.

### 12.4.2 Orthogonal projections

In Sect. 12.2 .2 we provided a geometric interpretation of the effect of the correlation matrix in the associative computation. We arrived at the conclusion that when an $n$-dimensional vector $\mathbf{x}^{1}$ is autoassociated, the weight matrix $\left(\mathbf{x}^{1}\right)^{\mathrm{T}} \mathbf{x}^{1}$ projects the whole of input space into the linear subspace spanned by
$\mathbf{x}^{1}$. However, the projection is not an orthogonal projection. The pseudoinverse can be used to construct an operator capable of projecting the input vector orthogonally into the subspace spanned by the stored patterns.

What is the advantage of performing an orthogonal projection? An autoassociative network must associate each input vector with the nearest stored pattern and must produce this as the result. In nonlinear associative networks this is done in two steps: the input vector $\mathbf{x}$ is projected first onto the linear subspace spanned by the stored patterns, and then the nonlinear function $\operatorname{sgn}(\cdot)$ is used to find the bipolar vector nearest to the projection. If the projection falsifies the information about the distance of the input to the stored patterns, then a suboptimal selection could be the result. Figure 12.9 illustrates this problem. The vector $\mathbf{x}$ is projected orthogonally and non-orthogonally in the space spanned by the vectors $\mathbf{x}^{1}$ and $\mathbf{x}^{2}$. The vector $\mathbf{x}$ is closer to $\mathbf{x}^{2}$ than to $\mathbf{x}^{1}$. The orthogonal projection $\tilde{\mathbf{x}}$ is also closer to $\mathbf{x}^{2}$. However, the non-orthogonal projection $\breve{\mathbf{x}}$ is closer to $\mathbf{x}^{1}$ as to $\mathbf{x}^{2}$. This is certainly a scenario we should try to avoid.


Fig. 12.9. Projections of a vector x

In what follows we consider only the orthogonal projection. If we use the scalar product as the metric to assess the distance between patterns, the distance between the input vector $\mathbf{x}$ and the stored vector $\mathbf{x}^{i}$ is given by

$$
\begin{equation*}
d=\mathbf{x} \cdot \mathbf{x}^{i}=(\tilde{\mathbf{x}}+\hat{\mathbf{x}}) \cdot \mathbf{x}^{i}=\tilde{\mathbf{x}} \cdot \mathbf{x}^{i}, \tag{12.8}
\end{equation*}
$$

where $\tilde{\mathbf{x}}$ represents the orthogonal projection onto the vector subspace spanned by the stored vectors, and $\hat{\mathbf{x}}=\mathbf{x}-\tilde{\mathbf{x}}$. Equation (12.8) shows that the original distance $d$ is equal to the distance between the projection $\tilde{\mathbf{x}}$ and the vector $\mathbf{x}^{i}$. The orthogonal projection does not falsify the original information. We must therefore only show that the pseudoinverse provides a simple way
to find the orthogonal projection to the linear subspace defined by the stored patterns.

Consider $m n$-dimensional vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$, where $m<n$. Let $\tilde{\mathbf{x}}$ be the orthogonal projection of an arbitrary input vector $\mathbf{x} \neq \mathbf{0}$ on the subspace spanned by the $m$ given vectors. In this case

$$
\mathbf{x}=\tilde{\mathbf{x}}+\hat{\mathbf{x}}
$$

where $\hat{\mathbf{x}}$ is orthogonal to the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$. We want to find an $n \times n$ matrix $\mathbf{W}$ such that

$$
\mathrm{x} \mathbf{W}=\tilde{\mathbf{x}}
$$

Since $\hat{\mathbf{x}}=\mathbf{x}-\tilde{\mathbf{x}}$, the matrix $\mathbf{W}$ must fulfill

$$
\begin{equation*}
\hat{\mathbf{x}}=\mathbf{x}(\mathbf{I}-\mathbf{W}) \tag{12.9}
\end{equation*}
$$

Let $\mathbf{X}$ be the $m \times n$ matrix whose rows are the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$. Then it holds for $\hat{\mathbf{x}}$ that

$$
\mathbf{X} \hat{\mathbf{x}}^{\mathrm{T}}=\mathbf{0}
$$

since $\hat{\mathbf{x}}$ is orthogonal to all vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$. A possible solution for this equation is

$$
\begin{equation*}
\hat{\mathbf{x}}^{\mathrm{T}}=\left(\mathbf{I}-\mathbf{X}^{+} \mathbf{X}\right) \mathbf{x}^{\mathrm{T}} \tag{12.10}
\end{equation*}
$$

because in this case

$$
\mathbf{X} \hat{\mathbf{x}}^{\mathrm{T}}=\mathbf{X}\left(\mathbf{I}-\mathbf{X}^{+} \mathbf{X}\right) \mathbf{x}^{\mathrm{T}}=(\mathbf{X}-\mathbf{X}) \mathbf{x}^{\mathrm{T}}=\mathbf{0}
$$

Since the matrix $\mathbf{I}-\mathbf{X}^{+} \mathbf{X}$ is symmetrical it holds that

$$
\begin{equation*}
\hat{\mathbf{x}}=\mathbf{x}\left(\mathbf{I}-\mathbf{X}^{+} \mathbf{X}\right) \tag{12.11}
\end{equation*}
$$

A direct comparison of equations (12.9) and (12.11) shows that $\mathbf{W}=\mathbf{X}^{+} \mathbf{X}$, since the orthogonal projection $\hat{\mathbf{x}}$ is unique. This amounts to a proof that the orthogonal projection of a vector $\mathbf{x}$ can be computed by multiplying it with the matrix $\mathbf{X}^{+} \mathbf{X}$.

What happens if the number of patterns $m$ is larger than the dimension of the input space? Assume that the $m n$-dimensional vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ are to be associated with the $m$ real numbers $y_{1}, y_{2}, \ldots, y_{m}$. Let $\mathbf{X}$ be the matrix whose rows are the given patterns and let $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$. We are looking for the $n \times 1$ matrix $\mathbf{W}$ such that

$$
\mathbf{X} \mathbf{W}=\mathbf{y}^{\mathrm{T}}
$$

In general there is no exact solution for this system of $m$ equations in $n$ variables. The best approximation is given by $\mathbf{W}=\mathbf{X}^{+} \mathbf{y}^{T}$, which minimizes the quadratic error $\left\|\mathbf{X W}-\mathbf{y}^{\mathrm{T}}\right\|^{2}$. The solution $\mathbf{X}^{+} \mathbf{X}^{\mathrm{T}}$ is therefore the same as that we find if we use linear regression.


Fig. 12.10. Backpropagation network for a linear associative memory

The only open question is how best to compute the pseudoinverse. We already discussed in Chap. 9 that there are several algorithms which can be used, but that a simple approach is to compute an approximation using a backpropagation network. A network, such as the one shown in Figure 12.10, can be used to find the appropriate weights for an associative memory. The units in the first layer are linear associators. The learning task consists in finding the weight matrix $\mathbf{W}$ with elements $w_{i j}$ that produces the best mapping from the vectors $\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{m}$ to the vectors $\mathbf{y}^{1}, \mathbf{y}^{2}, \ldots, \mathbf{y}^{m}$. The network is extended as shown in Figure 12.10. For the $i$-th input vector, the output of the network is compared to the vector $\mathbf{y}^{i}$ and the quadratic error $E_{i}$ is computed. The total quadratic error $E=\sum_{i=1}^{m} E_{i}$ is the quadratic norm of the matrix $\mathbf{X W}-\mathbf{Y}$. Backpropagation can find the matrix $\mathbf{W}$ which minimizes the expression $\|\mathbf{X} \mathbf{W}-\mathbf{Y}\|^{2}$. If the input vectors are linearly independent and $m<n$, then a solution with zero error can be found. If $m \geq n$ and $\mathbf{Y}=\mathbf{I}$, the network of Figure 12.10 can be used to find the pseudoinverse $\mathbf{X}^{+}$or the inverse $\mathbf{X}^{-1}$ (if it exists). This algorithm for the computation of the pseudoinverse brings backpropagation networks in direct contact with the problem of associative networks. Strictly speaking, we should minimize $\|\mathbf{X W}-\mathbf{Y}\|^{2}$ and the quadratic norm of $\mathbf{W}$. This is equivalent to introducing a weight decay term in the backpropagation computation.

### 12.4.3 Holographic memories

Associative networks have found many applications for pattern recognition tasks. Figure 12.11 shows the "canonical" example. The faces were scanned and encoded as vectors. A white pixel was encoded as -1 and a black pixel as 1 . Some images were stored in an associative network. When later a key, that is, an incomplete or noisy version of one of the stored images is presented to the network, this completes the image and finds the one with the greatest similarity. This is called an associative recall.

Fig. 12.11. Associative recall of stored patterns

This kind of application can be implemented in conventional workstations. If the dimension of the images becomes too large (for example $10^{6}$ pixels for a $1000 \times 1000$ image, the only alternative is to use innovative computer architectures, like so-called holographic memories. They work with similar methods to those described here, but computation is performed in parallel using optical elements. We leave the discussion of these architectures for Chap. 18.

### 12.4.4 Translation invariant pattern recognition

It would be nice if the process of associative recall could be made robust in the sense that those patterns which are very similar, except for a translation in the plane, could be identified as being, in fact, similar. This can be done using the two-dimensional Fourier transform of the scanned images. Figure 12.12 shows an example of two identical patterns positioned with a small displacement from each other.


Fig. 12.12. The pattern " 0 " at two positions of a grid

The two-dimensional discrete Fourier transform of a two-dimensional array is computed by first performing a one-dimensional Fourier transform of the rows of the array and then a one-dimensional Fourier transform of the columns of the results (or vice versa). It is easy to show that the absolute value of the Fourier coefficients does not change under a translation of the two-dimensional pattern. Since the Fourier transform also has the property that it preserves angles, that is, similar patterns in the original domain are also similar in
the Fourier domain, this preprocessing can be used to implement translationinvariant associative recall. In this case the vectors which are stored in the network are the absolute values of the Fourier coefficients for each pattern.

Definition 15. Let $a(x, y)$ denote an array of real values, where $x$ and $y$ represent integers such that $0 \leq x \leq N-1$ and $0 \leq y \leq N-1$. The twodimensional discrete Fourier transform $F_{a}\left(f_{x}, f_{y}\right)$ of $a(x, y)$ is given by

$$
F_{a}\left(f_{x}, f_{y}\right)=\frac{1}{N} \sum_{y=0}^{N-1} \sum_{x=0}^{N-1} a(x, y) \mathrm{e}^{\frac{2 \pi}{N} i x f_{x}} \mathrm{e}^{\frac{2 \pi}{N} i y f_{y}}
$$

where $0 \leq f_{x} \leq N-1$ and $0 \leq f_{y} \leq N-1$.

Consider two arrays $a(x, y)$ and $b(x, y)$ of real values. Assume that they represent the same pattern, but with a certain displacement, that is $b(x, y)=$ $a\left(x+d_{x}, y+d_{y}\right)$, where $d_{x}$ and $d_{y}$ are two given integers. Note that the additions $x+d_{x}$ and $y+d_{y}$ are performed modulo $N$ (that is, the displaced patterns wrap around the two-dimensional array). The two-dimensional Fourier transform of the array $b(x, y)$ is therefore

$$
F_{b}\left(f_{x}, f_{y}\right)=\frac{1}{N} \sum_{y=0}^{N-1} \sum_{x=0}^{N-1} a\left(x+d_{x}, y+d_{y}\right) \mathrm{e}^{\frac{2 \pi}{N} i x f_{x}} \mathrm{e}^{\frac{2 \pi}{N} i y f_{y}} .
$$

With the change of indices $x^{\prime}=\left(x+d_{x}\right) \bmod N$ and $y^{\prime}=\left(y+d_{y}\right) \bmod N$ the above expression transforms to

$$
F_{b}\left(f_{x}, f_{y}\right)=\frac{1}{N} \sum_{y=0}^{N-1} \sum_{x=0}^{N-1} a\left(x^{\prime}, y^{\prime}\right) \mathrm{e}^{\frac{2 \pi}{N} i x^{\prime} f_{x}} \mathrm{e}^{\frac{2 \pi}{N} i y^{\prime} f_{y}} \mathrm{e}^{\frac{-2 \pi}{N} i d_{x} f_{x}} \mathrm{e}^{\frac{-2 \pi}{N} i d_{y} f_{y}}
$$

The two sums can be rearranged and the constant factors taken out of the double sum to yield

$$
F_{b}\left(f_{x}, f_{y}\right)=\frac{1}{N} \mathrm{e}^{\frac{-2 \pi}{N} i d_{x} f_{x}} \mathrm{e}^{\frac{-2 \pi}{N} i d_{y} f_{y}} \sum_{y^{\prime}=0}^{N-1} \sum_{x^{\prime}=0}^{N-1} a\left(x^{\prime}, y^{\prime}\right) \mathrm{e}^{\frac{2 \pi}{N} i x^{\prime} f_{x}} \mathrm{e}^{\frac{2 \pi}{N} i y^{\prime} f_{y}}
$$

which can be written as

$$
F_{b}\left(f_{x}, f_{y}\right)=\mathrm{e}^{\frac{-2 \pi}{N} i d_{x} f_{x}} \mathrm{e}^{\frac{-2 \pi}{N} i d_{y} f_{y}} F_{a}\left(f_{x}, f_{y}\right)
$$

This expression tells us that the Fourier coefficients of the array $b(x, y)$ are identical to the coefficients of the array $a(x, y)$, except for a phase factor. Since taking the absolute values of the Fourier coefficients eliminates any phase factor, it holds that


Fig. 12.13. Absolute values of the two-dimensional Fourier transform of the patterns of Figure 12.12

$$
\begin{aligned}
\left\|F_{b}\left(f_{x}, f_{y}\right)\right\| & =\left\|\mathrm{e}^{\frac{-2 \pi}{N} i d_{x} f_{x}} \mathrm{e} \frac{-2 \pi}{N} i d_{y} f_{y}\right\|\left\|F_{a}\left(f_{x}, f_{y}\right)\right\| \\
& =\left\|F_{a}\left(f_{x}, f_{y}\right)\right\|,
\end{aligned}
$$

and this proves that the absolute values of the Fourier coefficients for both patterns are identical.

Figure 12.13 shows the absolute values of the two-dimensional Fourier coefficients for the two patterns of Figure 12.12. They are identical, as expected from the above considerations.

Note that this type of comparison holds as long as the background noise is low. If there is a background with a certain structure it should be displaced together with the patterns, otherwise the analysis performed above does not hold. This is what makes the translation-invariant recognition of patterns a difficult problem when the background is structured. Recognizing faces in real photographs can become extremely difficult when a typical background (a forest, a street, for example) is taken into account.

### 12.5 Historical and bibliographical remarks

Associative networks have been studied for a long time. Donald Hebb considered in the 1950s how neural assemblies can self-organize into feedback circuits capable of recognizing patterns [308]. Hebbian learning has been interpreted in different ways and several modifications of the basic algorithm have been proposed, but they all have three aspects in common: Hebbian learning is a local, interactive, and time-dependent mechanism [73]. A synaptic phenomenon in the hippocampus, known as long-term potentiation, is thought to be produced by Hebbian modification of the synaptic strength.

There were some other experiments with associative memories in the 1960s, for example the hardware implementations by Karl Steinbuch of his "learning matrix". A preciser mathematical description of associative networks was given by Kohonen in the 1970s [253]. His experiments with many different
classes of associative memories contributed enormously to the renewed surge of interest in neural models. Some researchers tried to find biologically plausible models of associative memories following his lead [89]. Some discrete variants of correlation matrices were analyzed in the 1980s, as done for example by Kanerva who considered the case of weight matrices with only two classes of elements, 0 or 1 [233].

In recent times much work has been done on understanding the dynamical properties of recurrent associative networks [231]. It is important to find methods to describe the changes in the basins of attraction of the stored patterns [294]. More recently Haken has proposed his model of a synergetic computer, a kind of associative network with a continuous dynamics in which synergetic effects play the crucial role [178]. The fundamental difference from conventional models is the continuous, instead of discrete, dynamics of the network, regulated by some differential equations.

The Moore-Penrose pseudoinverse has become an essential instrument in linear algebra and statistics [14]. It has a simple geometric interpretation and can be computed using standard linear algebraic methods. It makes it possible to deal efficiently with correlated data of the kind found in real applications.

## Exercises

1. The Hamming distance between two $n$-dimensional binary vectors $\mathbf{x}$ and $\mathbf{y}$ is given by $h=\sum_{i=1}^{n}\left(x_{i}\left(1-y_{i}\right)+y_{i}\left(1-x_{i}\right)\right)$. Write $h$ as a function of the scalar product $\mathbf{x} \cdot \mathbf{y}$. Find a similar expression for bipolar vectors. Show that measuring the similarity of vectors using the Hamming distance is equivalent to measuring it using the scalar product.
2. Implement an associative memory capable of recognizing the ten digits from 0 to 9 , even in the case of a noisy input.
3. Preprocess the data, so that the pattern recognition process is made translation invariant.
4. Find the inverse of an invertible matrix using the backpropagation algorithm.
5. Show that the pseudoinverse of a matrix is unique.
6. Does the backpropagation algorithm always find the pseudoinverse of any given matrix?
7. Show that the two-dimensional Fourier transform is a composition of two one-dimensional Fourier transforms.
8. Express the two-dimensional Fourier transform as the product of three matrices (see the expression for the one-dimensional FT in Chap. 9).


## The Hopfield Model

One of the milestones for the current renaissance in the field of neural networks was the associative model proposed by Hopfield at the beginning of the 1980s. Hopfield's approach illustrates the way theoretical physicists like to think about ensembles of computing units. No synchronization is required, each unit behaving as a kind of elementary system in complex interaction with the rest of the ensemble. An energy function must be introduced to harness the theoretical complexities posed by such an approach. The next two sections deal with the structure of Hopfield networks. We then proceed to show that the model converges to a stable state and that two kinds of learning rules can be used to find appropriate network weights.

### 13.1 Synchronous and asynchronous networks

A relevant issue for the correct design of recurrent neural networks is the adequate synchronization of the computing elements. In the case of McCullochPitts networks we solved this difficulty by assuming that the activation of each computing element consumes a unit of time. The network is built taking this delay into account and by arranging the elements and their connections in the necessary pattern. When the arrangement becomes too contrived, additional units can be included which serve as delay elements. What happens when this assumption is lifted, that is, when the synchronization of the computing elements is eliminated?

### 13.1.1 Recursive networks with stochastic dynamics

We discussed the design and operation of associative networks in the previous chapter. The synchronization of the output was achieved by requiring that all computing elements evaluate their inputs and compute their output simultaneously. Under this assumption the operation of the associative memory can
be described with simple linear algebraic methods. The excitation of the output units is computed using vector-matrix multiplication and evaluating the sign function at each node.

The methods we have used before to avoid dealing explicitly with the synchronization problem have the disadvantage, from the point of view of both biology and physics, that global information is needed, namely a global time. Whereas in conventional computers synchronization of the digital building blocks is achieved using a clock signal, there is no such global clock in biological systems. In a more biologically oriented simulation, global synchronization should thus be avoided. In this chapter we deal with the problem of identifying the properties of neural networks lacking global synchronization.

Networks in which the computing units are activated at different times and which provide a computation after a variable amount of time are stochastic automata. Networks built from this kind of units behave like stochastic dynamical systems.

### 13.1.2 The bidirectional associative memory

Before we start analyzing asynchronous networks we will examine another kind of synchronous associative model with bidirectional edges. We will arrive at the concept of the energy function in a very natural way.

We have already discussed recurrent associative networks in which the output of the network is fed back to the input units using additional feedback connections (Figure 12.3). In this way we designed recurrent dynamical systems and tried to determine their fixpoints. However, there is another way to define a recurrent associative memory made up of two layers which send information recursively between them. The input layer contains units which receive the input to the network and send the result of their computation to the output layer. The output of the first layer is transported by bidirectional edges to the second layer of units, which then return the result of their computation back to the first layer using the same edges. As in the case of associative memory models, we can ask whether the network achieves a stable state in which the information being sent back and forth does not change after a few iterations [258]. Such a network (shown in Figure 13.1) is known as a resonance network or bidirectional associative memory (BAM). The activation function of the units is the sign function and information is coded using bipolar values.

The network in Figure 13.1 maps an $n$-dimensional row vector $\mathbf{x}_{0}$ to a $k$ dimensional row vector $\mathbf{y}_{0}$. We denote the $n \times k$ weight matrix of the network by $\mathbf{W}$ so that the mapping computed in the first step can be written as

$$
\mathbf{y}_{0}=\operatorname{sgn}\left(\mathbf{x}_{0} \mathbf{W}\right)
$$

In the feedback step $\mathbf{y}_{0}$ is treated as the input and the new computation is

$$
\mathbf{x}_{1}^{\mathrm{T}}=\operatorname{sgn}\left(\mathbf{W} \mathbf{y}_{0}^{\mathrm{T}}\right)
$$



Fig. 13.1. Example of a resonance network (BAM)

A new computation from left to right produces

$$
\mathbf{y}_{1}=\operatorname{sgn}\left(\mathbf{x}_{1} \mathbf{W}\right)
$$

After $m$ iterations the system has computed a set of $m+1$ vector pairs $\left(\mathbf{x}_{0}, \mathbf{y}_{0}\right), \ldots,\left(\mathbf{x}_{m}, \mathbf{y}_{m}\right)$ which fulfill the conditions

$$
\begin{equation*}
\mathbf{y}_{i}=\operatorname{sgn}\left(\mathbf{x}_{i} \mathbf{W}\right) \tag{13.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{x}_{i+1}^{\mathrm{T}}=\operatorname{sgn}\left(\mathbf{W} \mathbf{y}_{i}^{\mathrm{T}}\right) . \tag{13.2}
\end{equation*}
$$

The question is whether after some iterations a fixpoint $(\mathbf{x}, \mathbf{y})$ is found. This is the case when both

$$
\begin{equation*}
\mathbf{y}=\operatorname{sgn}(\mathbf{x} \mathbf{W}) \quad \text { and } \quad \mathbf{x}^{\mathrm{T}}=\operatorname{sgn}\left(\mathbf{W} \mathbf{y}^{\mathrm{T}}\right) \tag{13.3}
\end{equation*}
$$

hold. The BAM is thus a generalization of a unidirectional associative memory. An input vector, the "key", can be presented to the network from the left or from the right and, after some iterations, the BAM finds the corresponding complementary vector. As can be seen, no external feedback connections are necessary. The same edges are used for the transmission of information back and forth.

It can be immediately deduced from (13.3) that if a vector pair $(\mathbf{x}, \mathbf{y})$ is given and we want to condition a BAM to accept this pair as a fixed point, Hebbian learning can be used to compute an adequate matrix $\mathbf{W}$. If $\mathbf{W}$ is defined as $\mathbf{W}=\mathbf{x}^{\mathrm{T}} \mathbf{y}$, as prescribed by Hebbian learning, then

$$
\mathbf{y}=\operatorname{sgn}(\mathbf{x} \mathbf{W})=\operatorname{sgn}\left(\mathbf{x} \mathbf{x}^{\mathrm{T}} \mathbf{y}\right)=\operatorname{sgn}\left(\|\mathbf{x}\|^{2} \mathbf{y}\right)=\mathbf{y}
$$

and also

$$
\mathbf{x}^{\mathrm{T}}=\operatorname{sgn}\left(\mathbf{W} \mathbf{y}^{\mathrm{T}}\right)=\operatorname{sgn}\left(\mathbf{x}^{\mathrm{T}} \mathbf{y} \mathbf{y}^{\mathrm{T}}\right)=\operatorname{sgn}\left(\mathbf{x}^{\mathrm{T}}\|\mathbf{y}\|^{2}\right)=\mathbf{x}^{\mathrm{T}}
$$

If we want to store several vector pairs $\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right), \ldots,\left(\mathbf{x}_{m}, \mathbf{y}_{m}\right)$ in a BAM, then Hebbian learning works better if the vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}$ and $\mathbf{y}_{1}, \ldots, \mathbf{y}_{m}$ are pairwise orthogonal within their respective groups, because in that case the perturbation term becomes negligible (refer to Chap. 12).

For a set of $m$ vector pairs the matrix $\mathbf{W}$ is set to

$$
\mathbf{W}=\mathbf{x}_{1}^{\mathrm{T}} \mathbf{y}_{1}+\mathbf{x}_{2}^{\mathrm{T}} \mathbf{y}_{2}+\cdots+\mathbf{x}_{m}^{\mathrm{T}} \mathbf{y}_{m}
$$

BAMs can be used to build autoassociative networks because the matrices produced by the Hebb rule or by computing the pseudoinverse are symmetric. To see this, define $\mathbf{X}$ as the matrix, each of whose $m$ rows is an $n$-dimensional vector, so that if $\mathbf{W}$ denotes the connection matrix of an autoassociative memory for those $m$ vectors, then it is true that

$$
\mathbf{X}=\mathbf{X} \mathbf{W} \quad \text { and } \quad \mathbf{X}^{\mathrm{T}}=\mathbf{W} \mathbf{X}^{\mathrm{T}}
$$

because $\mathbf{W}$ is symmetric. This is just another way of writing the type of computation performed by a BAM.

### 13.1.3 The energy function

With the BAM we can motivate and explore the concept of an energy function in a simple setting. Assume that a BAM is given for which the vector pair $(\mathbf{x}, \mathbf{y})$ is a stable state. If the initial vector presented to the network from the left is $\mathbf{x}_{0}$, the network will converge to ( $\mathbf{x}, \mathbf{y}$ ) after some iterations. The vector $\mathbf{y}_{0}$ is computed according to $\mathbf{y}_{0}=\operatorname{sgn}\left(\mathbf{x}_{0} \mathbf{W}\right)$. If $\mathbf{y}_{0}$ is now used for a new iteration from the right, excitation of the units in the left layer can be summarized in an excitation vector e computed according to

$$
\mathbf{e}^{\mathrm{T}}=\mathbf{W} \mathbf{y}_{0}
$$

The vector pair $\left(\mathbf{x}_{0}, \mathbf{y}_{0}\right)$ is a stable state of the network if $\operatorname{sgn}(\mathbf{e})=\mathbf{x}_{0}$. All vectors e close enough to $\mathbf{x}_{0}$ fulfill this condition. These vectors differ from $\mathbf{x}_{0}$ by a small angle and therefore the product $\mathbf{x}_{0} \mathbf{e}^{\mathrm{T}}$ is larger than for other vectors of the same length but further away from $\mathbf{x}_{0}$. The product

$$
E=-\mathbf{x}_{0} \mathbf{e}^{\mathrm{T}}=-\mathbf{x}_{0} \mathbf{W} \mathbf{y}_{0}^{\mathrm{T}}
$$

is therefore smaller (because of the minus sign) if the vector $\mathbf{W} \mathbf{y}_{0}^{\mathrm{T}}$ lies closer to $\mathbf{x}_{0}$. The scalar value $E$ can be used as a kind of index of convergence to the stable states of an associative memory. We call $E$ the energy function of the network.
Definition 16. The energy function $E$ of a BAM with weight matrix $\mathbf{W}$, in which the output $\mathbf{y}_{i}$ of the right layer of units is computed in the $i$-th iteration according to equation (13.1) and the output $\mathbf{x}_{i}$ of the left layer is computed according to (13.2) is given by

$$
\begin{equation*}
E\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right)=-\frac{1}{2} \mathbf{x}_{i} \mathbf{W} \mathbf{y}_{i}^{\mathrm{T}} \tag{13.4}
\end{equation*}
$$

The factor $1 / 2$ will be useful later and is just a scaling constant for the energy function. In the following sections we show that the energy function assumes locally minimal values at stable states. The energy function can also be generalized to arbitrary vectors $\mathbf{x}$ and $\mathbf{y}$.

Up to this point we have only considered units with the sign function as activation nonlinearity in the type of associative memories we have discussed. If we now consider units with a threshold and the step function as its activation function, we must use a more general expression for the energy function. This can be done by extending the input vectors with an additional constant component. Each $n$-dimensional vector $\mathbf{x}$ will be transformed into the vector $\left(x_{1}, \ldots, x_{n}, 1\right)$. We proceed in a similar way with the $k$-dimensional vector $\mathbf{y}$. The weight matrix $\mathbf{W}$ must be extended to a new matrix $\mathbf{W}^{\prime}$ with an additional row and column. The negative thresholds of the units in the right layer of the BAM are included in row $n+1$ of $\mathbf{W}^{\prime}$, whereas the negative thresholds of the units in the left are used as the entries of the column $k+1$ of the weight matrix. The entry $(n+1, k+1)$ of the weight matrix can be set to zero. This transformation is equivalent to the introduction of an additional unit with constant output 1 into each layer. The weight of each edge from a constant unit to each one of the others is the negative threshold of the connected unit. It is straightforward to deduce that the energy function of the extended network can be written as

$$
\begin{equation*}
E\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right)=-\frac{1}{2} \mathbf{x}_{i} \mathbf{W} \mathbf{y}_{i}^{\mathrm{T}}+\frac{1}{2} \theta_{r} \mathbf{y}_{i}^{\mathrm{T}}+\frac{1}{2} \mathbf{x}_{i} \theta_{\ell}^{\mathrm{T}} \tag{13.5}
\end{equation*}
$$

The row vector of thresholds of the $k$ units in the left layer is denoted in the above expression by $\theta_{\ell}$. The row vector of thresholds of the $n$ units in the right layer is denoted by $\theta_{r}$.

### 13.2 Definition of Hopfield networks

So far we have considered only conventional or bidirectional associative memories working with synchronized units. Dropping the assumption of simultaneous firing of the computing elements leads to the appearance of novel network properties.

### 13.2.1 Asynchronous networks

In an asynchronous network each unit computes its excitation at random times and changes its state to 1 or -1 independently of the others and according to the sign of its total excitation. The probability of two units firing simultaneously is zero. Consequently, the same dynamics can be obtained by selecting one unit randomly, computing its excitation and updating its state accordingly. There will not be any delay between computation of the excitation and state update. We adopt the additional simplification that the state of a unit
is not changed if the total excitation is zero. This means that we leave the sign function undefined for the argument zero. Asynchronous networks are of course more realistic models of biological networks, although the assumption of zero delay in the computation and transmission of signals lacks any biological basis.

Using the energy function it can be shown that a BAM arrives at a stable state after a finite number of iterations. A stable state is a vector pair ( $\mathbf{x}, \mathbf{y}$ ) which fulfills the conditions (13.3). When a BAM reaches this state pair, no component of the bipolar vectors $\mathbf{x}$ and $\mathbf{y}$ can be changed without contradicting (13.3). The vector pair $(\mathbf{x}, \mathbf{y})$ is therefore also a stable state for an asynchronous network.
Proposition 19. A bidirectional associative memory with an arbitrary weight matrix $\mathbf{W}$ reaches a stable state in a finite number of iterations using either synchronous or asynchronous updates.

Proof. For a vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, a vector $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{k}\right)$ and an $n \times k$ weight matrix $\mathbf{W}=\left\{w_{i j}\right\}$ the energy function is the bilinear form

$$
E(\mathbf{x}, \mathbf{y})=-\frac{1}{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\left(\begin{array}{llll}
w_{11} & w_{12} & \cdots & w_{1 k} \\
w_{21} & w_{22} & \cdots & w_{2 k} \\
\vdots & \ddots & \vdots \\
w_{n 1} & w_{n 2} & \cdots & w_{n k}
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
\vdots \\
y_{k}
\end{array}\right)
$$

The value of $E(\mathbf{x}, \mathbf{y})$ can be computed by multiplying first $\mathbf{W}$ by $\mathbf{y}^{\mathrm{T}}$ and the result with $-\mathbf{x} / 2$. The product of the $i$-th row of $\mathbf{W}$ and $\mathbf{y}^{\mathrm{T}}$ represents the excitation of the $i$-th unit in the left layer. If we denote these excitations by $g_{1}, g_{2}, \ldots, g_{n}$ the above expression transforms to

$$
E(\mathbf{x}, \mathbf{y})=-\frac{1}{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\left(\begin{array}{l}
g_{1} \\
g_{2} \\
\vdots \\
g_{n}
\end{array}\right)
$$

We can also compute $E(\mathbf{x}, \mathbf{y})$ multiplying first $\mathbf{x}$ by $\mathbf{W}$. The product of the $i$-th column of $\mathbf{W}$ with $\mathbf{x}$ corresponds to the excitation of unit $i$ in the right layer. If we denote these excitations by $e_{1}, e_{2}, \ldots, e_{k}$, the expression for $E(\mathbf{x}, \mathbf{y})$ can be written as

$$
E(\mathbf{x}, \mathbf{y})=-\frac{1}{2}\left(e_{1}, e_{2}, \ldots, e_{k}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
\vdots \\
y_{k}
\end{array}\right)
$$

Therefore, the energy function can be written in the two equivalent forms

$$
E(\mathbf{x}, \mathbf{y})=-\frac{1}{2} \sum_{i=1}^{k} e_{i} y_{i} \quad \text { and } \quad E(\mathbf{x}, \mathbf{y})=-\frac{1}{2} \sum_{i=1}^{n} g_{i} x_{i}
$$

In asynchronous networks at each time $t$ we randomly select a unit from the left or right layer. The excitation is computed and its sign is the new activation of the unit. If the previous activation of the unit remains the same after this operation, then the energy of the network has not changed.

The state of unit $i$ on the left layer will change only when the excitation $g_{i}$ has a different sign than $x_{i}$, the present state. The state is updated from $x_{i}$ to $x_{i}^{\prime}$, where $x_{i}^{\prime}$ now has the same sign as $g_{i}$. Since the other units do not change their state, the difference between the previous energy $E(\mathbf{x}, \mathbf{y})$ and the new energy $E\left(\mathbf{x}^{\prime}, \mathbf{y}\right)$ is

$$
E(\mathbf{x}, \mathbf{y})-E\left(\mathbf{x}^{\prime}, \mathbf{y}\right)=-\frac{1}{2} g_{i}\left(x_{i}-x_{i}^{\prime}\right)
$$

Since both $x_{i}$ and $-x_{i}$ have a different sign than $g_{i}$ it follows that

$$
E(\mathbf{x}, \mathbf{y})-E\left(\mathbf{x}^{\prime}, \mathbf{y}\right)>0
$$

The new state $\left(\mathbf{x}^{\prime}, \mathbf{y}\right)$ has a lower energy than the original state $(\mathbf{x}, \mathbf{y})$. The same argument can be made if a unit on the right layer has been selected, so that for the new state $\left(\mathbf{x}, \mathbf{y}^{\prime}\right)$ it holds that

$$
E(\mathbf{x}, \mathbf{y})-E\left(\mathbf{x}, \mathbf{y}^{\prime}\right)>0
$$

whenever the state of a unit in the right layer has been flipped.
Any update of the network state reduces the total energy. Since there are only a finite number of possible combinations of bipolar states, the process must stop at some point, that is, a state $(\mathbf{a}, \mathbf{b})$ is found whose energy cannot be further reduced. The network has fallen into a local minimum of the energy function and the state $(\mathbf{a}, \mathbf{b})$ is an attractor of the system.

The above proposition also holds for synchronous networks, since these can be considered as a special case of asynchronous dynamics. Note that the proposition puts conditions on the matrix $\mathbf{W}$. This means that any given real matrix $\mathbf{W}$ possesses bidirectional stable bipolar states.

### 13.2.2 Examples of the model

In 1982 the American physicist John Hopfield proposed an asynchronous neural network model which made an immediate impact in the AI community. It is a special case of a bidirectional associative memory, but chronologically it was proposed before the BAM.

In the Hopfield model it is assumed that the individual units preserve their individual states until they are selected for a new update. The selection is made randomly. A Hopfield network consists of $n$ totally coupled units, that is, each unit is connected to all other units except itself. The network is symmetric because the weight $w_{i j}$ for the connection between unit $i$ and
unit $j$ is equal to the weight $w_{j i}$ of the connection from unit $j$ to unit $i$. This can be interpreted as meaning that there is a single bidirectional connection between both units. The absence of a connection from each unit to itself avoids a permanent feedback of its own state value [198].

Figure 13.2 shows an example of a network with three units. Each one of them can assume the state 1 or -1 . A Hopfield network can also be interpreted as an asynchronous BAM in which the left and right layers of units have fused to a single layer. The connections in a Hopfield network with $n$ units can be represented using an $n \times n$ weight matrix $\mathbf{W}=\left\{w_{i j}\right\}$ with a zero diagonal.


Fig. 13.2. A Hopfield network of three units

It is easy to show that if the weight matrix does not contain a zero diagonal, the network dynamics does not necessarily lead to stable states. The weight matrix

$$
\mathbf{W}=\left(\begin{array}{rrr}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

for example, transforms the state vector $(1,1,1)$ into the state vector $(-1,-1,-1)$ and conversely. In the case of asynchronous updating, the network chooses randomly among the eight possible network states.

A connection matrix with a zero diagonal can also lead to oscillations in the case where the weight matrix is not symmetric. The weight matrix

$$
\mathbf{W}=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

describes the network of Figure 13.3. It transforms the state vector $(1,-1)$ into the state vector $(1,1)$ when the network is running asynchronously. After this transition the state $(-1,1)$ can be updated to $(-1,-1)$ and finally to $(1,-1)$. The state vector changes cyclically and does not converge to a stable state.


Fig. 13.3. Network with asymmetric connections

The symmetry of the weight matrix and a zero diagonal are thus necessary conditions for the convergence of an asynchronous totally connected network to a stable state. These conditions are also sufficient, as we show later.

The units of a Hopfield network can be assigned a threshold $\theta$ different from zero. In this case each unit selected for a state update adopts the state 1 if its total excitation is greater than $\theta$, otherwise the state -1 . This is the activation rule for perceptrons, so that we can think of Hopfield networks as asynchronous recurrent networks of perceptrons.

The energy function of a Hopfield network composed of units with thresholds different from zero can be defined in a similar way as for the BAM. In this case the vector $\mathbf{y}$ of equation (13.5) is $\mathbf{x}$ and we let $\theta=\theta_{\ell}=\theta_{r}$.

Definition 17. Let $\mathbf{W}$ denote the weight matrix of a Hopfield network of $n$ units and let $\theta$ be the $n$-dimensional row vector of units' thresholds. The energy $E(\mathbf{x})$ of a state $\mathbf{x}$ of the network is given by

$$
E(\mathbf{x})=-\frac{1}{2} \mathbf{x} \mathbf{W} \mathbf{x}^{\mathrm{T}}+\theta \mathbf{x}^{\mathrm{T}}
$$

The energy function can also be written in the form

$$
E(\mathbf{x})=-\frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} w_{i j} x_{i} x_{j}+\sum_{i=1}^{n} \theta_{i} x_{i}
$$

The factor $1 / 2$ is used because the identical terms $w_{i j} x_{i} x_{j}$ and $w_{j i} x_{j} x_{i}$ are present in the double sum.

The energy function of a Hopfield network is a quadratic form. A Hopfield network always finds a local minimum of the energy function. It is thus interesting to look at an example of the shape of such an energy function. Figure 13.4 shows a network of just two units with threshold zero. It is obvious that the only stable states are $(1,-1)$ and $(-1,1)$. In any other state, one of the units forces the other to change its state to stabilize the network. Such a network is a flip-flop, a logic component with two outputs which assume complementary logic values.

The energy function of a flip-flop with weights $w_{12}=w_{21}=-1$ and two units with threshold zero is given by

$$
E\left(x_{1}, x_{2}\right)=x_{1} x_{2}
$$



Fig. 13.4. A flip-flop
where $x_{1}$ and $x_{2}$ denote the states of the first and second units respectively. Figure 13.5 shows the energy function for the so-called continuous Hopfield model [199] in which the unit's states can assume all real values between 0 and 1. In the network of Figure 13.4 only the four discrete states $(1,1),(1,-1)$, $(-1,1)$ and $(-1,-1)$ are allowed. The energy function has local minima at $(1,-1)$ and $(-1,1)$. A flip-flop can therefore be interpreted as a network capable of storing one of the states $(1,-1)$ or $(-1,1)$.


Fig. 13.5. Energy function of a flip-flop

Hopfield networks can also be used to compute logical functions. Conjunction, for example, can be implemented with a network of three units. The states of two units are set and remain fixed during the computation (clamping their states). Only the third unit can change its state. If the network weights and the unit thresholds have the appropriate values, the unconstrained unit will assume a state which corresponds to the conjunction of the two clamped states.

Figure 13.6 shows a network for the computation of the logical disjunction of two Boolean values $x_{1}$ and $x_{2}$. The input is clamped and after some time the network settles to a state which corresponds to the disjunction of $x_{1}$ and $x_{2}$. The constants "true" and "false" correspond to the numerical values 1 and -1 . In this network the thresholds of the clamped units and their mutual connections play no role in the computation.


Fig. 13.6. Network for the computation of the OR function

Since the individual units of the network are perceptrons, the question of whether there are logic functions which cannot be computed by a Hopfield network of a given size arises. This is the case in our next example. Assume that a Hopfield network of three units should store the set of stable states given by the following table:

| unit | 1 | 2 | 3 |
| :--- | ---: | ---: | ---: |
| state 1 | -1 | -1 | -1 |
| state 2 | 1 | -1 | 1 |
| state 3 | -1 | 1 | 1 |
| state 4 | 1 | 1 | -1 |

From the point of view of the third unit (third column) this is the XOR function. If the four vectors shown above are to become stable states of the network, the third unit cannot change state when any of these four vectors has been loaded in the network. In this case the third unit should be capable of linearly separating the vectors $(-1,-1)$ and $(1,1)$ from the vectors $(-1,1)$ and $(1,-1)$, which we know is impossible. The same argument is valid for any of the three units, since the table given above remains unchanged after a permutation of the units' labels. This shows that no Hopfield network of three units can have these stable states. However, the XOR problem can be solved if the network is extended to four units. The network of Figure 13.7 can assume the following stable states, if adequate weights and thresholds are selected:

| unit | 1 | 2 | 3 | 4 |
| :--- | ---: | ---: | ---: | ---: |
| state 1 | -1 | -1 | -1 | 1 |
| state 2 | 1 | -1 | 1 | 1 |
| state 3 | -1 | 1 | 1 | 1 |
| state 4 | 1 | 1 | -1 | -1 |

The third column represents the XOR function of the two first columns. The fourth column corresponds to an auxiliary unit, whose state can be set from
outside. The unknown weights can be found using the learning algorithms described in the next sections.


Fig. 13.7. Network for the computation of XOR

### 13.2.3 Isomorphism between the Hopfield and Ising models

Physicists have analyzed the Hopfield model in such exquisite detail because it is isomorphic to the Ising model of magnetism (at temperature zero) [25]. Ising proposed the model which now bears his name more than 70 years ago in order to describe some properties of ensembles of elementary magnets [214].

In general, the Ising model can be used to describe those systems made of particles capable of adopting one of two states. In the case of ferromagnetic materials, their atoms can be modeled as particles of spin $1 / 2(u p)$ or spin $-1 / 2($ down $)$. The spin points in the direction of the magnetic field. All tiny magnets interact with each other. This causes some of the atoms to flip their spin until equilibrium is reached and the total magnetization of the material reaches a constant level, which is the sum of the individual spins. With these few assumptions we can show that the energy function deduced from the Ising model has the same form as the energy function of Hopfield networks.

The total magnetic field $h_{i}$ sensed by the atom $i$ in an ensemble of particles is the sum of the fields induced by each atom and the external field $h^{*}$ (if present), that is

$$
\begin{equation*}
h_{i}=\sum_{j=1}^{n} w_{i j} x_{j}+h^{*} \tag{13.6}
\end{equation*}
$$

where $w_{i j}$ represents the magnitude of the magnetic coupling between the atoms labeled $i$ and $j$. The magnetic coupling changes according to the distance between atoms and the magnetic permeability of the environment. The


Fig. 13.8. Particles with two possible spins
potential energy $E$ of a certain state $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of an Ising material can be derived from (13.6) and has the form

$$
\begin{equation*}
E=-\frac{1}{2} \sum_{i, j}^{n} w_{i j} x_{i} x_{j}+\sum_{i}^{n}-h^{*} x_{i} . \tag{13.7}
\end{equation*}
$$

In paramagnetic materials the coupling constants are zero. In ferromagnetic materials the constants $w_{i j}$ are all positive, which leads in turn to a significant coupling of the spin states.

Equation (13.7) is isomorphic to the energy function of Hopfield networks. This is why the term energy function is used in the first place. Both systems are dynamically equivalent, but only in the case of zero temperature, since the system behaves deterministically at each state update. Later on, when we consider Boltzmann machines, we will accept a time-varying temperature and stochastic state updates as in the full Ising model.

### 13.3 Converge to stable states

It is easy to show that Hopfield models always converge to stable states. The proof of this fact relies on analysis of the new value of the energy function after each state update.

### 13.3.1 Dynamics of Hopfield networks

Before going into the details of the convergence proof, we analyze two simple examples and compute the energy levels of all their possible states. Figure 13.9 shows a network composed of three units with arbitrarily chosen weights and thresholds. The network can adopt any of eight possible states whose transitions we want to visualize. Figure 13.10 shows a diagram of all possible state transitions for the network of Figure 13.9. The vertical axis represents the energy of the network defined in the usual way. Each state of the network is
represented by an oval located at its precise energy level. The arrows show the state transitions allowed. Each transition has the same probability because the probability of selecting one of the three units for a state transition is uniform and equal to $1 / 3$. Note that the diagram does not show the few transitions in which a state returns to itself.


Fig. 13.9. Example of a Hopfield network

We can make other interesting observations in the transition diagram. The state $(1,-1,1)$, for example, is extremely unstable. The probability of leaving it at the next iteration is 1 , because three different transitions to other states are possible, each with probability $1 / 3$. The state $(-1,1,1)$ is relatively stable because the probability of leaving it at the next iteration is just $1 / 3$. There is only a single stable state, namely the vector $(-1,-1,-1)$, as the reader can readily verify. The only two states without a predecessor are shown in gray. In the theory of cellular automata, such "urstates" are called garden of Eden configurations. They cannot be arrived at, they can only be induced from the outside before the automaton starts working.

The network in Figure 13.11 has the same structure as the network considered previously, but the weights and thresholds have the opposite sign. The diagram of state transitions (Figure 13.12) is the inversion of the diagram in Figure 13.10. The new network has two stable states and just one state without predecessors. As can be seen from the diagrams, the dynamic of the Hopfield model is always the same: the energy of the system eventually reaches a local minimum and the state of the network can no longer change.

### 13.3.2 Convergence proof

We can now proceed to prove that, in general, Hopfield models behave in the way shown in the last two examples.

Proposition 20. A Hopfield network with $n$ units and asynchronous dynamics, which starts from any given network state, eventually reaches a stable state at a local minimum of the energy function.


Fig. 13.10. State transitions for the network of Figure 13.9


Fig. 13.11. Second example of a Hopfield network

Proof. The energy function of a state $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of a Hopfield network with $n$ units is given by


Fig. 13.12. State transitions for the network of Figure 13.11

$$
\begin{equation*}
E(\mathbf{x})=-\frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} w_{i j} x_{i} x_{j}+\sum_{i=1}^{n} \theta_{i} x_{i} \tag{13.8}
\end{equation*}
$$

where the terms involved are defined as usual. If during the current iteration unit $k$ is selected and does not change its state, then the energy of the system does not change either. If the state of the unit is changed in the update operation, the network reaches a new global state $\mathbf{x}^{\prime}=\left(x_{1}, \ldots, x_{k}^{\prime}, \ldots, x_{n}\right)$ for which the new energy is $E\left(\mathbf{x}^{\prime}\right)$. The difference between $E(\mathbf{x})$ and $E\left(\mathbf{x}^{\prime}\right)$ is given by all terms in the summation in (13.8) which contain $x_{k}$ and $x_{k}^{\prime}$, that is

$$
E(\mathbf{x})-E\left(\mathbf{x}^{\prime}\right)=\left(-\sum_{j=1}^{n} w_{k j} x_{k} x_{j}+\theta_{k} x_{k}\right)-\left(-\sum_{j=1}^{n} w_{k j} x_{k}^{\prime} x_{j}+\theta_{k} x_{k}^{\prime}\right)
$$

The factor $1 / 2$ disappears from the computation because the terms $w_{k j} x_{k} x_{j}$ appear twice in the double sum of (13.8). Since $w_{k k}=0$ we can rewrite the above equation as

$$
\begin{aligned}
E(\mathbf{x})-E\left(\mathbf{x}^{\prime}\right) & =-\left(x_{k}-x_{k}^{\prime}\right) \sum_{j=1}^{n} w_{k j} x_{j}+\theta_{k}\left(x_{k}-x_{k}^{\prime}\right) \\
& =-\left(x_{k}-x_{k}^{\prime}\right)\left(\sum_{j=1}^{n} w_{k j} x_{j}-\theta_{k}\right)
\end{aligned}
$$

from which we finally obtain

$$
E(\mathbf{x})-E\left(\mathbf{x}^{\prime}\right)=-\left(x_{k}-x_{k}^{\prime}\right) e_{k},
$$

where $e_{k}$ denotes the total excitation of unit $k$ (including subtraction of the threshold). The excitation $e_{k}$ has a different sign from $x_{k}$ and $-x_{k}^{\prime}$, because otherwise the unit state would not have been changed. This means that the product $-\left(x_{k}-x_{k}^{\prime}\right) e_{k}$ is positive and therefore

$$
E(\mathbf{x})-E\left(\mathbf{x}^{\prime}\right)>0
$$

This shows that every time the state of a unit is altered, the total energy of the network is reduced. Since there is only a finite set of possible states, the network must eventually reach a state for which the energy cannot be reduced further. It is a stable state of the network, as we wanted to prove.

There is a simpler proof of the last proposition, which has the advantage of offering a nice visualization of the dynamics of a Hopfield network [74]. Assume that we classify the units of a network according to their state: the first set contains the units with state 1 , the second set the units with state -1 . There are edges linking every unit with all the others, so that some edges go from one set to the other. We now randomly select one of the units and compute its "attraction" by the units in its own set and the attraction by the units in the other set. The "attraction" is the sum of the weights of all edges between a unit and the units in its set or in the other one. If the attraction from the outside is greater than the attraction from its own set, the unit changes sides by altering its state. If the external attraction is lower than the internal, the unit keeps its current state. This procedure is repeated several times, each time selecting one of the units randomly. It corresponds to the updating strategy of a Hopfield network. Figure 13.13 shows an example in which the attraction from the outside is greater than the internal one. The selected unit must change sides. It is clear that the network must eventually reach a stable state, because the sum of the weights of all edges connecting one set to the other can only become lower in the course of time. Since the number of possible network states is finite, a global state must be reached in which the attraction of one set by the other cannot be further reduced. This is the task known in combinatorics as the minimal cut problem, in which we want to find a cut of minimal flow in a graph. The procedure described always finds a locally minimal cut.

The wording of Proposition 20 has been carefully chosen. That the network "eventually" settles in a stable state, means that the probability of not


Fig. 13.13. Attraction from the inside and from the outside of a unit's class
reaching such a state approaches zero as the number of iterations increases. It would be possible to select always one and the same unit for computation of the excitation, and in this case the network would stay in deadlock. Since the units are selected randomly, the probability of such pathological behavior falls to zero as time progresses.

In the proof of Proposition 20 only the symmetry and the zero diagonal of the weight matrix were used. The proof of convergence is very similar to the proof of convergence for the BAM. However, in the case of a BAM the decisive property was the independence of a unit's state from its own excitation. This is also the case for Hopfield networks, since no unit feeds its own state back into itself, i.e., the diagonal of the weight matrix is zero.

### 13.3.3 Hebbian learning

A Hopfield network can be used as an associative memory. If we want to "imprint" $m$ different stable states in the network we have to find adequate weights for the connections. In the case of the BAM we already mentioned that Hebbian learning is a possible alternative. Since Hopfield networks are a specialization of BAM networks, we also expect Hebbian learning to be applicable in this case. Let us first discuss the case of a Hopfield network with $n$ units and threshold zero.

Hebbian learning is implemented by loading the $m$ selected $n$-dimensional stable states $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}$ on the network and by updating the network's weights (initially set to zero) after each presentation according to the rule

$$
w_{i j} \leftarrow w_{i j}+x_{i}^{k} x_{j}^{k}, \quad i, j=1, \ldots, n \quad \text { and } \quad i \neq j
$$

The symbols $x_{i}^{k}$ and $x_{j}^{k}$ denote the $i$-th and $j$-th component respectively of the vector $\mathbf{x}_{k}$. The only difference from an autoassociative memory is the
requirement of a zero diagonal. After presentation of the first vector $\mathbf{x}_{1}$ the weight matrix is given by the expression

$$
\mathbf{W}_{1}=\mathbf{x}_{1}^{\mathrm{T}} \mathbf{x}_{1}-\mathbf{I}
$$

where $\mathbf{I}$ denotes the $n \times n$ identity matrix. Subtraction of the identity matrix guarantees that the diagonal of $\mathbf{W}$ becomes zero, since for any bipolar vector $\mathbf{x}_{i}$ it holds that $x_{k}^{i} x_{k}^{i}=1$. Obviously $\mathbf{W}_{1}$ is a symmetric matrix.

The minimum of the energy function of a Hopfield network with the weight matrix $\mathbf{W}_{1}$ is located at $\mathbf{x}_{1}$ because

$$
E(\mathbf{x})=-\frac{1}{2} \mathbf{x} \mathbf{W}_{1} \mathbf{x}^{\mathrm{T}}=-\frac{1}{2}\left(\mathbf{x} \mathbf{x}_{1}^{\mathrm{T}} \mathbf{x}_{1} \mathbf{x}^{\mathrm{T}}-\mathbf{x} \mathbf{x}^{\mathrm{T}}\right)
$$

and $\mathbf{x} \mathbf{x}^{\mathrm{T}}=n$ for bipolar vectors. This means that the function

$$
E(\mathbf{x})=-\frac{1}{2}\left\|\mathbf{x} \mathbf{x}_{1}^{\mathrm{T}}\right\|^{2}+\frac{n}{2}
$$

has a local minimum at $\mathbf{x}=\mathbf{x}_{1}$. In this case it holds that

$$
E(\mathbf{x})=-\frac{n^{2}}{2}+\frac{n}{2}
$$

This shows that $\mathbf{x}_{1}$ is a stable state of the network.
In the case of $m$ different vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}$ the matrix $\mathbf{W}$ is defined as

$$
\mathbf{W}=\left(\mathbf{x}_{1} \mathbf{x}_{1}^{\mathrm{T}}-\mathbf{I}\right)+\left(\mathbf{x}_{2}^{\mathrm{T}} \mathbf{x}_{2}-\mathbf{I}\right)+\cdots+\left(\mathbf{x}_{m}^{\mathrm{T}} \mathbf{x}_{m}-\mathbf{I}\right)
$$

or equivalently

$$
\mathbf{W}=\mathbf{x}_{1}^{\mathrm{T}} \mathbf{x}_{1}+\mathbf{x}_{2}^{\mathrm{T}} \mathbf{x}_{2}+\cdots+\mathbf{x}_{m}^{\mathrm{T}} \mathbf{x}_{m}-m \mathbf{I}
$$

If the network is initialized with the state $\mathbf{x}_{1}$, the vector $\mathbf{e}$ of the excitation of the units is

$$
\begin{aligned}
\mathbf{e} & =\mathbf{x}_{1} \mathbf{W} \\
& =\mathbf{x}_{1} \mathbf{x}_{1}^{\mathrm{T}} \mathbf{x}_{1}+\mathbf{x}_{1} \mathbf{x}_{2}^{\mathrm{T}} \mathbf{x}_{2}+\cdots+\mathbf{x}_{1} \mathbf{x}_{m}^{\mathrm{T}} \mathbf{x}_{m}-m \mathbf{x}_{1} \mathbf{I} \\
& =(n-m) \mathbf{x}_{1}+\sum_{j=2}^{m} \alpha_{1 j} \mathbf{x}_{j} .
\end{aligned}
$$

The constants $\alpha_{12}, \alpha_{13}, \ldots, \alpha_{1 m}$ represent the scalar products of the first vector with each one of the other $m-1$ vectors $\mathbf{x}_{2}, \ldots, \mathbf{x}_{m}$. The state $\mathbf{x}_{1}$ is stable when $m<n$ and the perturbation term $\sum_{j=2}^{m} \alpha_{1 j} \mathbf{x}_{j}$ is small. In this case it holds that

$$
\operatorname{sgn}(\mathbf{e})=\operatorname{sgn}\left(\mathbf{x}_{1}\right)
$$

as desired. The same argumentation can be used for any of the other vectors. The best results are achieved with Hebbian learning when the vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}$ are orthogonal or close to orthogonal, just as in the case of any other associative memory.

### 13.4 Equivalence of Hopfield and perceptron learning

Hebbian learning is a simple rule which is useful for the computation of the weight matrix in Hopfield networks. However, sometimes Hebbian learning cannot find a weight matrix for which $m$ given vectors are stable states, although such a matrix exists. If the vectors to be stored lie near each other, the perturbation term can grow so large as to preclude a solution by Hebbian learning. In this case another learning rule is needed, which is a variant of perceptron learning.

### 13.4.1 Perceptron learning in Hopfield networks

Let us consider Hopfield networks composed of units with a non-zero threshold and the step function as activation function. The units adopt state 1 when the excitation is greater than the threshold and otherwise the state -1 . The units are just perceptrons and it is straightforward to assume that perceptron learning could be used for determination of the weights and thresholds of the network for a given learning problem.

Let $n$ denote the number of units in a Hopfield network, let $\mathbf{W}=\left\{w_{i j}\right\}$ be the $n \times n$ weight matrix, and let $\theta_{i}$ denote the threshold of unit $i$. If a vector $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ is given to be "imprinted" on the network, this vector will be a stable state only when, if loaded in the network, the network global state does not change. This is the case if for every unit its excitation minus its threshold has the same sign as the current state (the value zero is assigned the minus sign). This means that the following $n$ inequalities must hold:

$$
\begin{aligned}
& \text { For unit } 1: \operatorname{sgn}\left(x_{1}\right)\left(0 \quad+x_{2} w_{12}+x_{3} w_{13}+\quad \ldots\right. \\
& \left.+x_{n} w_{1 n}-\theta_{1}\right)<0 \\
& \text { For unit } 2: \operatorname{sgn}\left(x_{2}\right)\left(x_{1} w_{21}+0 \quad+x_{3} w_{23}+\quad \ldots\right. \\
& \left.+x_{n} w_{2 n}-\theta_{2}\right)<0 \\
& \text { For unit } \mathrm{n}: \operatorname{sgn}\left(x_{n}\right)\left(x_{1} w_{n 1}+x_{2} w_{n 2}+\cdots+x_{n-1} w_{n n-1}\right. \\
& \left.+0-\theta_{n}\right)<0
\end{aligned}
$$

The factor $\operatorname{sgn}\left(x_{i}\right)$ is used in each inequality to obtain always the same inequality operator ("less than"). Only the $n(n-1) / 2$ non-zero entries of the weight matrix as well as the $n$ thresholds of the units appear in these inequalities. Let $\mathbf{v}$ denote a vector of dimension $n+n(n-1) / 2$ whose components are the non-diagonal entries $w_{i j}$ of the weight matrix $\mathbf{W}$ (with $i<j$ so as to consider each weight only once) and the $n$ thresholds with minus sign. The vector $\mathbf{v}$ is given by

$$
\mathbf{v}=(\underbrace{w_{12}, w_{13}, \ldots, w_{1 n}}_{n-1}, \underbrace{w_{23}, w_{24}, \ldots, w_{2 n}}_{n-2}, \ldots, \underbrace{w_{n-1 n}}_{1}, \underbrace{-\theta_{1}, \ldots,-\theta_{n}}_{n}) .
$$

The vector $\mathbf{x}$ is transformed into $n$ auxiliary vectors $\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{n}$ of dimension $n+n(n-1) / 2$ given by the expression

$$
\begin{aligned}
& \mathbf{z}_{1}=(\underbrace{x_{2}, x_{3}, \ldots, x_{n}}_{n-1}, 0,0, \ldots, \underbrace{1,0, \ldots, 0}_{n}) \\
& \mathbf{z}_{2}=(\underbrace{x_{1}, 0, \ldots, 0}_{n-1}, \underbrace{x_{3}, \ldots, x_{n}}_{n-2}, 0,0, \ldots, \underbrace{0,1, \ldots, 0}_{n}) \\
& \vdots \\
& \mathbf{z}_{n}=(\underbrace{0,0, \ldots, x_{1}}_{n-1}, \underbrace{0,0, \ldots, x_{2}}_{n-2}, 0,0, \ldots, \underbrace{0,0, \ldots, 1}_{n}) .
\end{aligned}
$$

The components of the vectors $\mathbf{z}_{1}, \ldots, \mathbf{z}_{n}$ were defined so that the previous inequalities for each unit can be written in the equivalent form

$$
\begin{aligned}
& \text { unit } 1 \operatorname{sgn}\left(x_{1}\right) \mathbf{z}_{1} \cdot \mathbf{v}>0 \\
& \text { unit } 2 \operatorname{sgn}\left(x_{2}\right) \mathbf{z}_{2} \cdot \mathbf{v}>0 \\
& \vdots \\
& \text { unit } n \operatorname{sgn}\left(x_{n}\right) \mathbf{z}_{n} \cdot \mathbf{v}>0
\end{aligned}
$$

The vectors $\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{n}$ can always be defined in this way. We will not write down the exact transformation rule here because it is rather involved.

The last set of inequalities shows that the solution to the original problem is found by computing a linear separation of the vectors $\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{n}$. The vectors which belong to the positive half-space are those for which $\operatorname{sgn}\left(x_{i}\right)$ holds. The vectors which belong to the negative half-space are those for which $\operatorname{sgn}\left(x_{i}\right)=-1$. This problem can be solved using perceptron learning, which allows us to compute the vector $\mathbf{v}$ of weights needed for the linear separation, and from this we can deduce the weight matrix $\mathbf{W}$.

In the case where $m$ vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}$ are given to be imprinted in the Hopfield network, we have to use the above transformation for every one of them. Each vector is transformed into $n$ auxiliary vectors, so that at the end we have $n m$ different auxiliary vectors which must be linearly separated. If they are actually linearly separable, perceptron learning will find the solution to the problem, coded in the vector $\mathbf{v}$ of the transformed perceptron.

The analysis performed above shows that it is possible to transform a learning problem in a Hopfield network with $n$ units into a learning problem for a perceptron of dimension $n+n(n-1) / 2$, that is, $n(n+1) / 2$. Figure 13.14 shows an example of a Hopfield network that can be transformed into the equivalent perceptron to the right. The three-dimensional Hopfield problem is transformed in this way into a learning problem for a six-dimensional perceptron.

Each iteration of the perceptron learning algorithm updates only the weights of the edges attached to a single unit and its threshold. For example, if a correction is needed because of the sign of $\mathbf{z}_{1} \cdot \mathbf{v}$, then only the weights


Fig. 13.14. Transformation of a Hopfield network into a perceptron
$w_{12}, w_{13}, \ldots, w_{1 n}$ and the threshold $\theta_{1}$ must be updated. This means that it is possible to use perceptron learning or the delta rule locally. During training all units are set to the desired stable states. If the sign of a unit's excitation is incorrect for the desired state, then the weights and threshold of this individual perceptron are corrected in the usual manner. It is not necessary to transform the Hopfield states into the $n(n+1) / 2$-dimensional perceptron states every time we want to start the learning algorithm. This is only needed to prove the equivalence of Hopfield and perceptron learning.

### 13.4.2 Complexity of learning in Hopfield models

The interesting result which can immediately be inferred from the equivalence of Hopfield networks and perceptrons is that every learning algorithm for perceptrons can be transformed into a learning method for Hopfield networks. The delta rule or algorithms that proceed by finding inner points of solution polytopes can also be used to train Hopfield networks.

We have already shown in Chap. 10 that learning problems for multilayer networks are in general $N P$-complete. However, some special architectures can be trained in polynomial time. We saw in Chap. 4 that the learning problem for Hopfield networks can be solved in polynomial time, because there are learning algorithms for perceptrons whose complexity grows polynomially with the number of training vectors and their dimension (for example, Karmarkar's algorithm). Since the transformation described in the previous section converts $m$ desired stable states into $n m$ vectors to be linearly separated, and since this can be done in polynomial time, it follows that the learning problem for Hopfield networks can be solved in polynomial time. In Chap. 6 we also showed how to compute an upper bound for the number of linearly separable functions. This upper bound, valid for perceptrons, is also valid for Hopfield networks, since the stable states must be linearly separable (for the equivalent perceptron). This equivalence simplifies computation of the capacity of a Hopfield network when it is used as an associative memory.

### 13.5 Parallel combinatorics

The networks analyzed in the previous sections can be used either to compute Boolean functions or as associative memories. Those recurrent networks for which an energy function of a certain form exists can be used to solve some difficult problems in the fields of combinatorics and optimization theory. Hopfield networks have been proposed for these kinds of tasks.

### 13.5.1 $N P$-complete problems and massive parallelism

Many complex problems can be solved in a reasonable length of time using multiprocessor systems and parallel algorithms. This is easier for tasks that can be divided into independent subproblems, which are then assigned to different processors. The solution to the original problem is obtained by collecting the partial results after they have been computed. However, many wellknown and important problems cannot be split in this manner. The parallel processes must cooperate and exchange information, so that the programmer must include some synchronization primitives in the system. If synchronization consumes too many resources and too much time, the parallel system may become only marginally faster than a sequential one.

Hopfield networks do not need any kind of synchronization; they guarantee that a local minimum of the energy function will be reached. If an optimization problem can be written in an analytical form isomorphic to the Hopfield energy function, it can be solved by a Hopfield network. We can assume that every unit in the network is simulated by a small processor. The states of the units can be computed asynchronously by transmitting the current unit states from processor to processor. There is no need for expensive synchronization and the task is solved by a massively parallel system. This strategy can be applied to all those combinatorial problems for whose solution large mainframes have traditionally been used.

We now show how to "load" an optimization problem on a Hopfield network discussing some progressively complicated examples. In the next subsections we will use the usual coding (with 0 and 1 ) for binary vectors and not the bipolar coding used in the previous examples.

### 13.5.2 The multiflop problem

Assume that we are looking for a binary vector of dimension $n$ whose components are all zero with the exception of a single 1. The Hopfield network that solves this problem when $n=4$ is depicted in Figure 13.15. Whenever a unit is set to 1 , it inhibits the other units through the edges with weight -2 . If the network is started with all units set to zero, then the excitation of every unit is zero, which is greater than the threshold and therefore the first unit to be asynchronously selected will flip its state to 1 . No other unit can change its state after this first unit has been set to 1. A stable state has been reached.

One may think of this network as a generalization of the flip-flop network for two-dimensional vectors.


Fig. 13.15. A multiflop network

The weights for this network can be deduced from the following considerations. Let $x_{1}, x_{2}, \ldots, x_{n}$ denote the binary states of the individual units. Our task is to find a minimum of

$$
E\left(x_{1}, \ldots, x_{n}\right)=\left(\sum_{i=1}^{n} x_{i}-1\right)^{2} .
$$

This expression can also be written as

$$
E\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}^{2}+\sum_{i \neq j}^{n} x_{i} x_{j}-2 \sum_{i=1}^{n} x_{i}+1
$$

For binary states it holds that $x_{i}=x_{i}^{2}$ and therefore

$$
E\left(x_{1}, \ldots, x_{n}\right)=\sum_{i \neq j}^{n} x_{i} x_{j}-\sum_{i=1}^{n} x_{i}+1
$$

which can be rewritten as

$$
E\left(x_{1}, \ldots, x_{n}\right)=-\frac{1}{2} \sum_{i \neq j}^{n}(-2) x_{i} x_{j}+\sum_{i=1}^{n}(-1) x_{i}+1
$$

This expression is isomorphic to the energy function of the Hopfield network of Figure 13.15 (not considering the constant 1, which is irrelevant for the optimization problem). The network solves the multiflop problem in an automatic way by following its inherent dynamics.

### 13.5.3 The eight rooks problem

We make the optimization problem a notch more complicated: $n$ rooks must be positioned in an $n \times n$ chess board so that no one figure can take another.

It is thus necessary to position each rook in a different row and column to the others. This problem can be thought of as a two-dimensional generalization of the multiflop problem. Each row is a chain of cells and only one of them can be set to 1 . The same holds for each column.

The network of Figure 13.16 can solve this problem for a $4 \times 4$ board. Each field is represented by a unit. Only the connections of the first unit in the board are shown to avoid cluttering the diagram. The connections of each unit to all elements in the same row or column have the weight -2 , all others have a weight zero. All units have the threshold -1 . Any unit set to 1 inhibits any other units in the same row or column. If a row or column is all set to 0 , when one of its elements is selected it will immediately switch its state to 1 , since the total excitation (zero) is greater than the threshold -1 .


Fig. 13.16. Network for the solution of a four rooks problem

The weights for the network are derived from the following considerations: Let $x_{i j}$ represent the state of the unit corresponding to the square $i j$ in the $n \times n$ board. The number of ones in column $j$ is given by $\sum_{i=1}^{n} x_{i j}$. If in each column only a single 1 is allowed, the following function must be minimized:

$$
E_{1}\left(x_{11}, \ldots, x_{n n}\right)=\sum_{j=1}^{n}\left(\sum_{i=1}^{n} x_{i j}-1\right)^{2}
$$

The minimum of the function corresponds to the situation in which just one rook has been positioned in every column. Similarly, for the rows of the board we define the function $E_{2}$ according to

$$
E_{2}\left(x_{11}, \ldots, x_{n n}\right)=\sum_{i=1}^{n}\left(\sum_{j=1}^{n} x_{i j}-1\right)^{2}
$$

We want to minimize the function $E=E_{1}+E_{2}$. The general strategy is to reduce its analytical expression to a Hopfield form. The necessary algebraic steps can be avoided by noticing that the expression for $E_{1}$ is the sum of $n$ independent functions (one per column). The term $\left(\sum_{i=1}^{n} x_{i j}-1\right)^{2}$ corresponds to a multiflop problem. The weights for the edges in each column can be set to -2 , as was done before in the multiflop problem. The same is done for each row: the weights between any unit and its row partners are set to -2 . Only the thresholds must be selected with a little more care. The simple juxtaposition of a row-multiflop with a column-multiflop at each field will give us a threshold of $-1+(-1)=-2$. This would mean that each row or column can contain up to two elements whose state is 1 . This is avoided by setting the thresholds of the units to -1 . The resulting network is the one shown in Figure 13.16. Each field will be forced to adopt the state zero whenever another unit is set to 1 in its own row or its own column.

### 13.5.4 The eight queens problem

The well-known eight queens problem can also be solved with a Hopfield network. It is just a generalization of the rooks problem, since now the diagonals of the board will also be considered. Each diagonal can be occupied at most once by a queen. As before with the rooks problem, we solve this task by overlapping multiflop problems at each square. Figure 13.17 shows how three multiflop chains have to be considered for each field. The diagram shows a $4 \times 4$ board and the overlapping of multiflop problems for the upper left square on the board. This overlapping provides us with the necessary weights, which are set to $w_{i j}=-2$, when unit $i$ is different from unit $j$ and belongs to the same row, column or diagonal as unit $j$. Otherwise we set $w_{i j}$ to zero. The thresholds of all units are set to -1 .


Fig. 13.17. The eight queens problem

A computer simulation shows, however, that this simple connection pattern does not always provide a correct solution for the $n$-queens problem. The
proposed connection weights produce an energy function in which local minima with less than $n$ queens are possible. The only alternative if such a stable state is found is to start the simulation again.

It is not possible to set the weights of the network of Figure 13.17 in such a way as to obtain only correct solutions. The difficulty is that diagonals can be occupied by a queen but they can also be unoccupied. Simple overlapping of multiflop problems does not work any more. The energy function has become much more complex than in the previous cases and we now have to achieve compromises between the weights which we choose for rows and columns and for diagonals.

### 13.5.5 The traveling salesman

The Traveling Salesman Problem (TSP) is one of the most celebrated benchmarks in combinatorics. It is simple to state and visualize and it is $N P$ complete. If we can solve the TSP efficiently, we can provide an efficient solution for other problems in the class $N P$. Hopfield and Tank [200] were the first to try to solve the TSP using a neural network.


Fig. 13.18. A TSP and its solution

In the TSP we are looking for a path through $n$ cities $S_{1}, S_{2}, \ldots, S_{n}$, such that every city is visited at least once and the length of a round trip is minimal. Let $d_{i j}$ denote the distance between the cities $S_{i}$ and $S_{j}$. A round trip can be represented using a matrix. Each of the $n$ rows of the matrix is associated with a city. The columns are labeled 1 through $n$ and they correspond to the $n$ necessary visits. The following matrix shows a path going through the cities $S_{1}, S_{2}, S_{3}$ and $S_{4}$ in that same order:

$$
\begin{array}{l|llll} 
& 1 & 2 & 3 & 4 \\
\hline S_{1} & 1 & 0 & 0 & 0 \\
S_{2} & 0 & 1 & 0 & 0 \\
S_{3} & 0 & 0 & 1 & 0 \\
S_{4} & 0 & 0 & 0 & 1
\end{array}
$$

A single 1 is allowed in each row and each column, otherwise the salesman would visit a city twice or two cities simultaneously. This matrix must fulfill the same conditions as in the rooks problem and we can again use a network in which a unit is used to represent each entry in the matrix (the new "chess board").

Solving the TSP requires minimizing the length of the round trip, that is of

$$
L=\frac{1}{2} \sum_{i, j, k}^{n} d_{i j} x_{i k} x_{j, k+1}
$$

where $x_{i k}$ represents the state of the unit corresponding to the entry $i k$ in the matrix. When $x_{i k}$ and $x_{j, k+1}$ are both 1 , this means that the city $S_{i}$ is visited in the $k$-th step and the city $S_{j}$ in the step $k+1$. The distance between both cities must be added to the total length of the round trip. We use the convention that the column $n+1$ is equal to the first column of the matrix, so that we always obtain a round trip.

In the minimization problems we must include the constraints for a valid round trip. It is necessary to add the energy function of the rooks problem to the length $L$ to obtain the new energy function $E$, which is given by

$$
E=\frac{1}{2} \sum_{i, j, k}^{n} d_{i j} x_{i k} x_{j, k+1}+\frac{\gamma}{2}\left(\sum_{j=1}^{n}\left(\sum_{i=1}^{n} x_{i j}-1\right)^{2}+\sum_{i=1}^{n}\left(\sum_{j=1}^{n} x_{i j}-1\right)^{2}\right),
$$

where the constant $\gamma$ regulates how much weight is given to the minimization of the length or to the generation of legal paths. The first summation to the right of the equal sign already has the form of a Hopfield energy function; the expression in parentheses has it too, since it is the energy function of a rooks problem. The weights for the network can be deduced immediately from this expression: the weights of edges between units in the same row or column must be set to $-\gamma$ and the thresholds of the units to $-\gamma / 2$. The weights must be modified by including the length between states, so that the weight of the edge between unit $i k$ and unit $j, k+1$ becomes

$$
w_{i k, j k+1}=-d_{i j}+t_{i k, j k+1}
$$

where $t_{i k, j k+1}=-\gamma$ whenever the units belong to the same row or column, otherwise $t_{i k, j k+1}$ is zero.

With this network we can try to find solutions of the TSP. A simulation shows that the generated routes are sometimes not legal, because one city is not visited or more than one city is visited in a single step. We can always
force the network to generate legal tours: it is only necessary to set $\gamma$ to a very large value so as to obliterate the contribution of the cities' distances. If $\gamma$ is zero, we do not care whether the tour is a legal one and only the total length is minimized (by choosing an "empty" tour). Since the value of $\gamma$ is not prescribed, it can be found by trial and error. In general the network will not be capable of finding the global minimum and because large TSPs (with more than 100 cities) have so many local minima, it is difficult to decide whether the local minimum that has been found is a good approximation to the optimal result. The whole approach is dependent on the existence of real, massively parallel systems, since the number of units required to solve a TSP increases quadratically with the number $n$ of cities (and the number of weights increases proportionally to $n^{4}$ ).

### 13.5.6 The limits of Hopfield networks

The first articles of Hopfield and Tank on parallel solutions to combinatorial problems received a lot of attention [200, 201]. The theoretical question was whether this could be a method to solve $N P$-hard problems or at least to get an approximate solution in polynomial time. In the following years many other researchers tried to extend the range of combinatorial problems that could be solved using Hopfield's technique, trying to improve the quality of the results at the same time. It emerged that well-behaved average problems could be solved efficiently. However, these average results should be compared to the expected running time for the worst case. Bruck and Goodman [74] showed that a polynomially bounded network (on the size of the problem) is unable to find the global minimum of the energy function of $N P$-complete problems (encoded as Hopfield networks) with a $100 \%$ guarantee. Stated in another way: if we try to transform all local minima of the Hopfield network into an optimal solution of the combinatorial problem, the size of the network explodes exponentially. We proceed to prove the result of Bruck and Goodman, but we must first introduce an additional complexity class: the complement of the class $N P$.

The class $N P$ of nondeterministic problems solvable in polynomial time is different from the class $P$ of problems solvable in polynomial time not only in the way exposed already in Chap. 10. If a problem is a member of the class $P$, the same is true for the complementary problem. The complement of the decision problem "For the problem instance $I$, is $X$ true for $I$ ?" is just "For the problem instance $I$, is $X$ false for $I$ ?". A deterministic polynomial time algorithm terminates on each of the two questions. It is only necessary to substitute "true" for "false" to transform a polynomial time algorithm for a problem in $P$ in an algorithm for its complement. But this is not necessarily so for problems in NP. A solution for the Traveling Salesman Decision Problem (TSDP), that is, the computation of the tour's length and the comparison with the decision's threshold, can be verified in polynomial time. However, the complementary problem has the wording "Is there no tour with a total
length smaller than R?". If the answer is "yes", no polynomial time algorithm is known that could verify this assertion. It would be necessary to propose a data structure on which to perform some computations which could convince us of the truth of the assertion. Theoreticians assume that the complement of the TSDP probably does not belong to the class $N P$. The class which contains the complement of all $N P$ problems is called co- $N P$. It is generally assumed that $N P \neq$ co- $N P$. This inequality is somewhat strong, since it implies that $P \neq N P$. Otherwise we would have co- $P=\operatorname{co}-N P=P=N P$, i.e., the equality $N P=\operatorname{co}-N P$ would be valid. Yet theoreticians expect that eventually it will be proved that $N P \neq$ co- $N P$. Figure 13.19 illustrates the expected containments of the classes $N P, P$ and co- $N P$.


Fig. 13.19. The classes $N P$ and co- $N P$

The following lemma determines under what conditions equality of the classes $N P$ and co- $N P$ would be possible. We can assume that this condition cannot be fulfilled.
Lemma 1. If there is an NP-complete problem $X$ whose complement $X^{c}$ belongs to NP, then $N P=c o-N P$.

The lemma is true because any problem $Y$ in $N P$ can be reduced in polynomial time into $X$. The complement of $Y$ can therefore be transformed in polynomial time into $X^{c}$. Since a solution of $X^{c}$ can be verified in polynomial time, the same is true for any solution of $Y^{c}$. This and some additional technical details would imply that $N P=$ co- $N P$.

Neural networks are just a subset of the algorithmic world. Since it is suspected that there is no polynomial time algorithm for the problems in the class $N P$, it should be possible to prove that Hopfield networks of bounded size are subjected to the same limitations. The following proposition settles this question [75].
Proposition 21. Let L be an NP-complete decision problem and $H$ a Hopfield network with a number of weights bounded by a polynomial on the size of the problem. If $H$ can solve $L$ ( $100 \%$ success rate) then $N P=c o-N P$.

Proof. The problem $L$ has a certain size defined by an appropriate coding. Since we must compute the energy function and from it derive the necessary
weights for $H$, a polynomial bound on the total number of weights is necessary. A Hopfield network always finds a local minimum of its energy function. In our case, a $100 \%$ hit rate means that all local minima of the energy function should make possible a decision on the truth or falsity of the decision problem $L$. The Hopfield network can be considered a data structure that makes possible the verification of the found solution. It is only necessary to verify whether the solution found by the network is indeed a local minimum of the energy function. The polynomial size of the net makes this verification possible in polynomial time. The decision problem and the complement are, in this case, completely symmetric. The TSDP can be answered with "yes" if the tour found by the network is shorter than the decision threshold. But the complement of the TSDP can be decided also just by comparing the length of the optimal tour found with the decision threshold. Therefore the complement of $L$ is a member of the class $N P$ and it follows from Lemma 1 that $N P=$ co- $N P$. Since it is generally assumed that this cannot be so, there should be a contradiction in the premises. The network $H$ does not exist unless $N P=\operatorname{co}-N P$.

Even if we content ourselves with a polynomially bounded network that can provide approximate solutions (for example, TSP round-trips not larger by a given $\varepsilon$ than the optimal tour), no such network can be built. It is because of this inherent limitation that some authors have sought to introduce stochastic factors into the networks, as we will discuss when we deal with Boltzmann machines in the next chapter.

### 13.6 Implementation of Hopfield networks

Hopfield networks as massively parallel systems are only interesting if they can be implemented in hardware and not just simulated in a sequential computer. Some proposals have been made for special chips capable of simulating Hopfield networks but the most promising approach are optical computers, capable of solving the connectivity problem of neural networks.

### 13.6.1 Electrical implementation

In 1984 Hopfield proposed an electrical realization of his model which uses a circuit very similar to the ones used by Steinbuch (Chap. 18) [199]. Figure 13.20 shows a diagram of the circuit. The outputs of the amplifiers $x_{1}, x_{2}, \ldots, x_{n}$ are interpreted as the states of the Hopfield units. Their complements $\neg x_{1}, \neg x_{2}, \ldots, \neg x_{n}$ are produced by inverters. All states and their complements are fed back to the input of the electrical circuit. An electrical contact is represented by a small circle. A resistance is present at each contact point. The connection $r_{13}$, for example, contains a resistor with resistance $r_{13}=1 / w_{13}$. The constants $w_{i j}$ represent the weights of the Hopfield network
between the units $i$ and $j$. Inhibiting connections between one unit and another (that is, connections with negative weights) are simulated by connecting one inverted output of a unit to the other one. In Figure 13.20, for example, the connection points in the upper row all come from the inverted output of unit 1 .


Fig. 13.20. Electrical implementation of a Hopfield network

In a network with $n$ amplifiers the current $I_{i}$ at the input to the $i$-th amplifier is given by

$$
I_{i}=\sum_{j=1}^{n} \frac{x_{j}}{r_{i j}}=\sum_{j=1}^{n} x_{j} w_{i j}
$$

where we have used the convention that $r_{i j}$ is negative if the inverted value of $x_{j}$ has been connected to the input of the amplifier $x_{i}$. The current $I_{i}$ represents the excitation of unit $i$. The amplifier transforms the total excitation into 0 or 1 according to a certain electrical threshold, which can be set to an arbitrary positive value.

This simple circuit can be used to simulate Hopfield networks in a fraction of the time needed by a sequential computer. If the circuit is provided with variable resistors it is then possible to implement some learning algorithms directly in hardware.

### 13.6.2 Optical implementation

The most important computation that must be accelerated for a fast simulation of Hopfield networks is the vector matrix multiplication. Computation of the excitation of a node requires such an operation every time a unit's state is to be updated. Optical methods can be used to perform this numerical operation faster. Figure 13.21 shows an optical realization of the Hopfield model [132].

The logical structure is in principle the same as in the network of Figure 13.20 , but the vector matrix multiplication is computed analogically using optical techniques. The $n$ binary values which represent the network's state are projected through the vertical lens to the left of the arrangement. The lens projects each value $x_{i}$ onto the corresponding row of an optical mask. Each row $i$ in the mask is divided into fields which represent the $n$ weights $w_{i 1}, w_{i 2}, \ldots, w_{i n}$. Each field is partially darkened according to the value of the corresponding weight. The individual unit states are projected using light emitting diodes and the luminosity is proportional to the corresponding $x_{i}$ value. The light going through the mask is collected by another lens in such a way that all the incoming light from a column is collected at a single position. The amount of light that goes through the mask is proportional to the product of $x_{i}$ and $w_{i j}$ at each position $i j$ of the mask. The incoming light at the $j$-th detector represents the total excitation of unit $j$, which is equal to

$$
s_{j}=\sum_{i=1}^{n} w_{i j} x_{i}
$$

The total excitation of the unit $j$ can now be processed by analog or digital circuit to produce the unit state which is used again in a new iteration of the network.


Fig. 13.21. Optical implementation of a Hopfield network

The difference compared with the electrical model is that the weights and signals must be normalized and scaled to fit the kind of optical processing being done. The most significant difference is the absence of direct connections. The light paths do not affect each other, so that it is possible to implement much larger networks than in the purely electrical realization. We will come back to the topic of optical implementations when we discuss neural hardware in Chap. 18.

### 13.7 Historical and bibliographical remarks

With the introduction in 1982 of the model named after him, John Hopfield established the connection between neural networks and physical systems of the type considered in statistical mechanics. This in turn gave computer scientists a whole new arsenal of mathematical tools for the analysis of neural networks. Other researchers had already considered more general associative memory models in the 1970s, but by restricting the architecture of the network to a symmetric connection matrix with a zero diagonal, it was possible to design recurrent networks with stable states. With the introduction of the concept of the energy function, the convergence properties of the networks could be more easily analyzed.

The Hopfield network also has the advantage, in comparison with other models, of a simple technical implementation using electronic or optical devices [132]. The computing strategy used when updating the network states corresponds to the relaxation methods traditionally used in physics [92].

The properties of Hopfield networks have been investigated since 1982 using the theoretical tools of statistical mechanics [322]. Gardner [155] published a classical treatise on the capacity of the perceptron and its relation to the Hopfield model. The total field sensed by particles with a spin can be computed using the methods of mean field theory. This simplifies a computation which is hopeless without the help of some statistical assumptions [189]. Using these methods Amit et al. [24] showed that the number of stable states in a Hopfield network of $n$ units is bounded by $0.14 n$. A recall error is tolerated only $5 \%$ of the time. This upper bound is one of the most cited numbers in the theory of Hopfield networks.

In 1988 Kosko proposed the BAM model, which is a kind of "missing link" between conventional associative memories and Hopfield networks. Many other variations have been proposed since, some of them with asynchronous, others with synchronous dynamics [231]. Hopfield networks have also been studied from the point of view of dynamical systems. In this respect spin glass models play a relevant role. These are materials composed of particles with a spin and mutual interactions [412].

Combinatorial problems have a long tradition, but a really systematic theory capable of unifying the myriad of heuristic methods developed in the past was first developed in the 1960s and 1970s [361]. The important point was the increasingly important role played by computers and the emergence of a new attitude which tried to reach whole classes of problems and not just individual cases. An important research theme which remains is how to split a combinatorial problem into subtasks that can be assigned to different processors [160].

The efforts of Hopfield and Tank with the TSP led to many other similar experiments in related fields. Wilson and Pawley [456] repeated their experiments but they could not confirm the optimistic results of the former authors. The main difficulty is that complex combinatorial problems produce an expo-
nential number of local minima of the energy function. In sequential computers, Hopfield models cannot compete with conventional methods [224]. Many heuristics have been proposed for the TSP, starting with the classical work by Kernighan and Lin [274]. The only way to make Hopfield models competitive is through the use of special hardware. Sheu et al. have obtained interesting results and significant speedup in comparison with sequential computers by using a technique they call hardware annealing.

One of the first to deal with the intrinsic limits of the Hopfield model for the solution of the TSP was Abu-Mostafa [3], who nevertheless considered only the case of networks of constant size. Bruck and Goodman [75] considered networks of variable but polynomially bounded size and obtained the same negative results. Although this almost meant the "death of the traveling salesman" [322], the Hopfield model and its stochastic variants have been applied in many other fields, such as psychology, simulation of ensembles of biological neural networks, and chaotic behavior of neural circuits.

The optical implementation of Hopfield networks is a promising field of research. Other than masks, holograms can also be used to store the network weights [352]. The main technical problem is still the size reduction of the optical components, which could make them a viable alternative to conventional electronic systems.

## Exercises

1. Train a Hopfield network in the computer using the perceptron learning algorithm.
2. Solve a TSP of 10 cities with a Hopfield network. How many weights do you need for the network?
3. Compute the energy of the different possible states of the network shown in Figure 13.6. Do the same for Figure 13.7 assigning some values to the weights and thresholds.

## Stochastic Networks

### 14.1 Variations of the Hopfield model

In the previous chapter we showed that Hopfield networks can be used to provide solutions to combinatorial problems that can be expressed as the minimization of an energy function, although without guaranteeing global optimality. Once the weights of the edges have been defined, the network shows spontaneous computational properties. Harnessing this spontaneous dynamics for useful computations requires some way of avoiding falling into local minima of the energy function in such a way that the global minimum is reached. In the case of the eight queens problem, the number of local minima is much higher than the number of global minima and very often the Hopfield network does not stabilize at a correct solution. The issue to be investigated is therefore whether a certain variation of the Hopfield model could achieve better results in combinatorial optimization problems.

One possible strategy to improve the global convergence properties of a network consists in increasing the number of paths in search space, in such a way that not only binary but also real-valued states become possible. Continuous updates of the network state become possible and the search for minima of the energy function is no longer limited to the corners of a hypercube in state space. All interior points are now legal network states. A continuous activation function also makes it possible to describe more precisely the electrical circuits used to implement Hopfield networks.

A second strategy to avoid local minima of the energy function consists in introducing noise into the network dynamics. As usual, the network will reach states of lower energy but will also occasionally jump to states higher up in the energy ladder. In a statistical sense we expect that this extended dynamics can help the network to skip out of local minima of the energy function. The best-known models of such stochastic dynamics are Boltzmann machines.

First we will discuss real-valued states and continuous dynamics. The main difficulty in handling this extended model is providing a precise definition of the energy function in the continuous case.

### 14.1.1 The continuous model

The Hopfield model with binary or bipolar states can be generalized by accepting, just as in backpropagation networks, all real values in the interval $[0,1]$ as possible unit states. Consequently, the discrete Hopfield model becomes the continuous model. The activation function selected is the sigmoid and the dynamics of the network remains asynchronous.

The difference between the new and the discrete model is given by the activation assumed by unit $i$ once it has been asynchronously selected for updating. The new state is given by

$$
x_{i}=s\left(u_{i}\right)=\frac{1}{1+\mathrm{e}^{-u_{i}}}
$$

where $u_{i}$ denotes the net excitation of the unit. Additionally we assume that a unit's excitation changes slowly in time. Changes in the state of other units will not be registered instantaneously, but with a certain delay. The net excitation of unit $i$ changes in time according to

$$
\begin{equation*}
\frac{d u_{i}}{d t}=\gamma\left(-u_{i}+\sum_{j=1}^{n} w_{i j} x_{j}\right)=\gamma\left(-u_{i}+\sum_{j=1}^{n} w_{i j} s\left(u_{j}\right)\right) \tag{14.1}
\end{equation*}
$$

where $\gamma$ denotes a positive learning constant and $w_{i j}$ the weight between unit $i$ and unit $j$. For a simulation we compute a discrete approximation of $d u_{i}$, which is added to the current value of $u_{i}$. The result leads to the new state $x_{i}=s\left(u_{i}\right)$.

We have to show that the defined dynamics of the continuous model leads to equilibrium. With this objective in mind we define an energy function with only slight differences from the one for the discrete model. Hopfield [199] proposes the following energy function:

$$
E=-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} x_{i} x_{j}+\sum_{i=1}^{n} \int_{0}^{x_{i}} s^{-1}(x) d x
$$

We just have to show that the energy of the network becomes lower after each state update. The change in time of the energy is given by

$$
\frac{d E}{d t}=-\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} \frac{d x_{i}}{d t} x_{j}+\sum_{i=1}^{n} s^{-1}\left(x_{i}\right) \frac{d x_{i}}{d t}
$$

This expression can be simplified by remembering that the network is symmetric (i.e., $w_{i j}=w_{j i}$ ). Since $u_{i}=s^{-1}\left(x_{i}\right)$ it holds that

$$
\frac{d E}{d t}=-\sum_{i=1}^{n} \frac{d x_{i}}{d t}\left(\sum_{j=1}^{n} w_{i j} x_{j}-u_{i}\right)
$$

From equation (14.1) we now obtain

$$
\frac{d E}{d t}=-\frac{1}{\gamma} \sum_{i=1}^{n} \frac{d x_{i}}{d t} \frac{d u_{i}}{d t}
$$

Since $x_{i}=s\left(u_{i}\right)$, the above expression can be written as

$$
\frac{d E}{d t}=-\frac{1}{\gamma} \sum_{i=1}^{n} s^{\prime}\left(u_{i}\right)\left(\frac{d u_{i}}{d t}\right)^{2}
$$

We know that $s^{\prime}\left(u_{i}\right)>0$ because the sigmoid is a strict monotone function, and since the constant $\gamma$ is also positive we finally conclude that

$$
\frac{d E}{d t} \leq 0
$$

The defined dynamics of the network implies that the energy is reduced or remains unchanged after each update. A stable state is reached when $d E / d t$ vanishes. This happens when $d u_{i} / d t$ reaches the saturation region of the sigmoid where $d u_{i} / d t \approx 0$. The state of all units can no longer change appreciably.

The time needed for convergence can increase exponentially, since $d u_{i} / d t$ gets smaller and smaller. We must therefore require convergence to a neighborhood of a local minimum and this can happen in finite time. Some authors have proposed variations of (14.1) that accelerate the convergence process.

Experimental results show that the continuous Hopfield model can find better solutions for combinatorial problems than the discrete model. However, in the case of really hard problems (for example the TSP), the continuous model has no definite advantage over the discrete model. Still, even in this case the continuous model remains interesting, because it can be more easily implemented with analog hardware.

### 14.2 Stochastic systems

The optimization community has been using a method known as simulated annealing for many years. [304]. Annealing is a metallurgical process in which a material is heated and then slowly brought to a lower temperature. The crystalline structure of the material can reach a global minimum in this way. The high temperature excites all atoms or molecules, but later, during the cooling phase, they have enough time to assume their optimal position in the crystalline lattice and the result is fewer fractures and fewer irregularities in the crystal.

Annealing can avoid local minima of the lattice energy because the dynamics of the particles contains a temperature-dependent component. The particles not only lose energy during the cooling phase, but sometimes borrow some energy from the background and assume a higher-energy state. Shallow


Fig. 14.1. The effect of thermal noise
minima of the energy function can be avoided in this way. This situation is shown in Figure 14.1. If the dynamics of the system is such that the system converges to local energy minima, the system state can be trapped at position $A$, although $C$ is a more favorable state in terms of the global energy. Some thermal noise, that is, local energy fluctuations, can give the system the necessary impulse to skip over energy barrier $B$ and reach $C$.

### 14.2.1 Simulated annealing

To minimize a function $E$ we simulate this phenomenon in the following way: the value of the free variable $x$ is changed always if the update $\Delta x$ can reduce the value of the function $E$. However, if the increment actually increases the value of $E$ by $\Delta E$, the new value for $x$, that is $x+\Delta x$ is accepted with probability

$$
p_{\Delta E}=\frac{1}{1+\mathrm{e}^{\Delta E / T}},
$$

where $T$ is a temperature constant. For high values of $T, p_{\Delta E} \approx 1 / 2$ and the update is accepted half the time. If $T=0$ only those updates which reduce the value of $E$ are accepted with probability 1 . Varying the value of $T$, from large values all the way down to zero, corresponds to the heating and cooling phases of the annealing process. This explains why this computational technique has been called simulated annealing.

We expect that simulated annealing will allow us to simulate the dynamics of Hopfield networks in such a way that deeper regions of the energy function are favored. It can even be shown that with this simulation strategy the global minimum of the energy function is asymptotically reached [1]. Many other kinds of optimization algorithms can be combined with an annealing phase in order to improve their results. The sigmoid is used for the computation of the probability because it corresponds to those functions used in thermodynamics for the analysis of thermal equilibrium. This simplifies the statistical analysis
of the method, because it is possible to use some results known from statistical mechanics.

Hopfield networks can be considered as optimization systems and thermal noise can be introduced in different ways in the network dynamics. We can distinguish between Gauss or Boltzmann machines, depending on the stage at which noise is introduced into the computation.

### 14.2.2 Stochastic neural networks

The dynamics of a Hopfield network can be generalized according to the strategy described in our next definition.

Definition 18. A Boltzmann machine is a Hopfield network composed of $n$ units with states $x_{1}, x_{2}, \ldots, x_{n}$. The state of unit $i$ is updated asynchronously according to the rule

$$
x_{i}= \begin{cases}1 & \text { with probability } p_{i} \\ 0 & \text { with probability } 1-p_{i}\end{cases}
$$

where

$$
p_{i}=\frac{1}{1+\exp \left(-\left(\sum_{j=1}^{n} w_{i j} x_{j}-\theta_{i}\right) / T\right)}
$$

and $T$ is a positive temperature constant. The constants $w_{i j}$ denote the network weights and the constants $\theta_{i}$ the bias of the units.

The Boltzmann machine can be defined using bipolar or binary states, but in this chapter we will stick to binary states. The energy function for a Boltzmann machine has the same form as for Hopfield networks:

$$
E=-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} x_{i} x_{j}+\sum_{i=1}^{n} \theta_{i} x_{i}
$$

The difference between a Boltzmann machine and a Hopfield network is the stochastic activation of the units. If $T$ is very small then $p_{i} \approx 1$ when $\sum_{i=1}^{n} w_{i j}-\theta_{i}$ is positive. If the net excitation is negative, then $p_{i} \approx 0$. In this case the dynamics of the Boltzmann machine approximates the dynamics of the discrete Hopfield network and the Boltzmann machine settles on a local minimum of the energy function. If $T>0$, however, the probability of a transition, or a sequence of transitions, from a network state $x_{1}, x_{2}, \ldots, x_{n}$ to another state is never zero. The state space of the Boltzmann machine contains the $2^{n}$ vertices of the $n$-dimensional hypercube. When a network state is selected, we are choosing a vertex of the hypercube. The probability of reaching any other vertex that is different only at the $i$-th single component is proportional to $p_{i}$ when $x_{i}=0$ or to $1-p_{i}$ when $x_{i}=1$. In both cases the probability of a transition does not vanish. A transition from any given
vertex to another is always possible. The transition probability along a predefined path is given by the product of all the transition probabilities from vertex to vertex along this path. The product is positive whenever $T>0$. Therefore, Boltzmann machines with $T>0$ cannot settle on a single state; they reduce the energy of the system but they also let it become larger. During the cooling phase we expect those transitions from higher to lower energy levels to be more probable, as it happens in simulated annealing experiments. When $T$ is large, the network state visits practically the complete state space. During the cooling phase, the network begins to stay longer in the basins of attraction of the local minima. If the temperature is reduced according to the correct schedule, we can expect the system to reach a global minimum with the integrated transition probability 1.

### 14.2.3 Markov chains

Let us illustrate the dynamics defined in the last section with a small example. Take one of the smallest Hopfield networks, the flip-flop. The weight between the two units is equal to -1 and the threshold is -0.5 .


Fig. 14.2. A flip-flop network

The network works using binary states. There are four of them with the following energies:

$$
\begin{array}{lll}
E_{00}= & 0.0 & E_{10}=-0.5 \\
E_{01}= & -0.5 & E_{11}= \\
E_{11}
\end{array}
$$

Figure 14.3 shows the distribution of the four states in energy levels. We have included the transition probabilities from one state to the other, under the assumption $T=1$. For example, for a transition from state 00 to state 01 , the second unit must be selected and its state must change from 0 to 1 . The probability of this happening is

$$
p_{00 \rightarrow 01}=\frac{1}{2}\left(\frac{1}{1+\exp (-0.5)}\right)=0.31
$$

The factor $1 / 2$ is used in the computation because any one of two units can be selected in the update step and the probability that a unit is selected for an update is $1 / 2$. The argument 0.5 corresponds to the net excitation of the second unit in the network state 00 . All other transition probabilities were computed in a similar way.

In order to analyze the dynamics of a Boltzmann machine we need to refer to its matrix of transition probabilities.


Fig. 14.3. Transition probabilities of a flip-flop network $(T=1)$

Definition 19. The state transition matrix $\mathbf{P}_{T}=\left\{p_{i j}\right\}$ of a Boltzmann machine with $n$ units is the $2^{n} \times 2^{n}$ matrix, whose elements $p_{i j}$ represent the probability of a transition from state $i$ to the state $j$ in a single step at the temperature $T$.
$\mathbf{P}_{T}$ is a $2^{n} \times 2^{n}$ matrix because there are $2^{n}$ network states. The transition matrix is, according to the definition, a sparse matrix. The matrix for the flipflop network, for example, is of dimension $4 \times 4$. The diagonal elements $p_{i i}$ of the matrix $\mathbf{P}_{T}$ represent the probabilities that state $i$ does not change. If the states $00,01,10$, and 11 are taken in this order, the matrix $\mathbf{P} \equiv \mathbf{P}_{1}$ for the flip-flop network is given by:

$$
\mathbf{P}=\left(\begin{array}{cccc}
\frac{1}{1+\mathrm{e}^{1 / 2}} & \frac{1}{2} \frac{1}{1+\mathrm{e}^{-1 / 2}} & \frac{1}{2} \frac{1}{1+\mathrm{e}^{-1 / 2}} & 0 \\
\frac{1}{2} \frac{1}{1+\mathrm{e}^{1 / 2}} & \frac{1}{1+\mathrm{e}^{-1 / 2}} & 0 & \frac{1}{2} \frac{1}{1+\mathrm{e}^{1 / 2}} \\
\frac{1}{2} \frac{1}{1+\mathrm{e}^{1 / 2}} & 0 & \frac{1}{1+\mathrm{e}^{-1 / 2}} & \frac{1}{2} \frac{1}{1+\mathrm{e}^{1 / 2}} \\
0 & \frac{1}{2} \frac{1}{1+\mathrm{e}^{-1 / 2}} & \frac{1}{2} \frac{1}{1+\mathrm{e}^{-1 / 2}} & \frac{1}{1+\mathrm{e}^{1 / 2}}
\end{array}\right)
$$

The numerical value of the matrix in our example is:

$$
\mathbf{P}=\left(\begin{array}{cccc}
0.38 & 0.31 & 0.31 & 0 \\
0.19 & 0.62 & 0 & 0.19 \\
0.19 & 0 & 0.62 & 0.19 \\
0 & 0.31 & 0.31 & 0.38
\end{array}\right)
$$

It follows from the definition of the transition matrix, that $0 \leq p_{i j} \leq 1$. As long as $T>0$, it holds that $0 \leq p_{i j}<1$, since no network state is stable. It should be clear that

$$
\sum_{j=1}^{n} p_{i j}=1
$$

because at each step the state $i$ is changed with probability $\sum_{j \neq i}^{n} p_{i j}$ or remains the same with probability $p_{i i}$. A matrix with elements $p_{i j} \geq 0$ and whose rows add up to 1 is called a stochastic matrix. Boltzmann machines are examples of a first-order Markov process, because the transition probabilities only depend on the current state, not on the history of the system. In this case the matrix is called a Markov matrix. Using the transition matrix it is possible to compute the probability distribution of the network states at any time $t$. Assume, for example, that each of the four states of the flip-flop network is equiprobable at the beginning. The original probability distribution $\mathbf{v}_{0}$ is therefore

$$
\mathbf{v}_{0}=(0.25,0.25,0.25,0.25)
$$

The probability distribution $\mathbf{v}_{1}$ after an update step of the network is given by

$$
\begin{aligned}
\mathbf{v}_{1} & =\mathbf{v}_{0} P \\
& =(0.25,0.25,0.25,0.25)\left(\begin{array}{cccc}
0.38 & 0.31 & 0.31 & 0 \\
0.19 & 0.62 & 0 & 0.19 \\
0.19 & 0 & 0.62 & 0.19 \\
0 & 0.31 & 0.31 & 0.38
\end{array}\right) \\
& =(0.19,0.31,0.31,0.19)
\end{aligned}
$$

As can be seen, for $T=1$ the flip-flop network assumes the states 01 and 10 $62 \%$ of the time, and $38 \%$ of the time the states 00 and 11 . The development of the probability distribution of the network states is computed in general according to

$$
\mathbf{v}_{t}=\mathbf{v}_{t-1} \mathbf{P}
$$

A dynamical system obeying such an equation in which a Markov matrix $\mathbf{P}$ is involved, is called a Markov chain. The main issue is finding the final probability distribution given by a vector $\mathbf{v}$ for which

$$
\mathbf{v}=\mathbf{v P}
$$

The vector $\mathbf{v}$ is therefore an eigenvector of $\mathbf{P}$ with eigenvalue 1. A fundamental result of Markov chains theory states that such a stable distribution $\mathbf{v}$ always exists, if all states can be reached from any other state in one or more steps, and with non-zero probability [363]. Since all Boltzmann machines
with $T>0$ fulfill these conditions, such a stable probability distribution, representing thermal equilibrium of the network dynamics, exists. It is important to underline that the network arrives to the stable distribution independently of the initial one. If the initial distribution is denoted by $\mathbf{v}_{0}$, then

$$
\mathbf{v}_{t}=\mathbf{v}_{t-1} \mathbf{P}=\mathbf{v}_{t-2} \mathbf{P}^{2}=\cdots=\mathbf{v}_{0} \mathbf{P}^{t}
$$

When the stable state $\mathbf{v}$ has been reached, the matrix $\mathbf{P}^{T}$ has stabilized. In the case of the flip-flop network, the matrix $\mathbf{P}^{t}$ converges to

$$
\lim _{t \rightarrow \infty} \mathbf{P}^{t}=\left(\begin{array}{ccccc}
0.19 & 0.31 & 0.31 & 0.19 \\
0.19 & 0.31 & 0.31 & 0.19 \\
0.19 & 0.31 & 0.31 & 0.19 \\
0.19 & 0.31 & 0.31 & 0.19
\end{array}\right)
$$

The stable matrix consists of four identical rows. Starting from an arbitrary distribution ( $a_{1}, a_{2}, a_{3}, a_{4}$ ) we can compute the stable distribution:

$$
\begin{aligned}
\mathbf{v} & =\left(a_{1}, a_{2}, a_{3}, a_{4}\right)\left(\begin{array}{llll}
0.19 & 0.31 & 0.31 & 0.19 \\
0.19 & 0.31 & 0.31 & 0.19 \\
0.19 & 0.31 & 0.31 & 0.19 \\
0.19 & 0.31 & 0.31 & 0.19
\end{array}\right) \\
& =(0.19,0.31,0.31,0.19)
\end{aligned}
$$

In the computation we made use of the fact that $a_{1}+a_{2}+a_{3}+a_{4}=1$, since this must hold for all probability distributions. The same distribution was found in the vector-matrix multiplication after a single step (because of the simplicity of the problem). As this example has shown, any Boltzmann machine can be analyzed by constructing the transition matrix in order to find its eigenvectors using any of the common iterative methods.

### 14.2.4 The Boltzmann distribution

It is theoretically possible to use probability functions other than the sigmoid in order to define the network dynamics. Its advantage, nevertheless, is that we can find this kind of transition function in many interesting physical processes.

Consider a system in thermal equilibrium with $m$ different states and associated energies $E_{1}, E_{2}, \ldots, E_{m}$. The probability $p_{i j}$ of a transition from a state of energy $E_{i}$ to another state of energy $E_{j}$ is given by

$$
\begin{equation*}
p_{i j}=\frac{1}{1+\mathrm{e}^{\left(E_{j}-E_{i}\right) / T}} \tag{14.2}
\end{equation*}
$$

Physical systems obeying such a probability function for energy transitions, and at thermal equilibrium, reach a stable probabilistic state known as the Boltzmann distribution.

According to the Boltzmann distribution the probability $p_{i}$ that a system assumes the energy level $E_{i}$ during thermal equilibrium is

$$
\begin{equation*}
p_{i}=\frac{\mathrm{e}^{-E_{i} / T}}{Z} \tag{14.3}
\end{equation*}
$$

In this formula $Z=\sum_{i=1}^{m} \mathrm{e}^{-E_{i} / T}$ is a normalizing factor known as the state sum.

It is important to deal with the Boltzmann distribution analytically because it provides us with the solution of the eigenvector problem for a Markov matrix without having to perform the iterative computations described before. The precise derivation of the Boltzmann distribution is done in ergodic theory, which deals with the dynamics of infinite Markov chains, among other problems.

We can nevertheless verify the validity of the Boltzmann distribution with some straightforward calculations. For a system in thermal equilibrium, the transition matrix for $m$ states with associated energies $E_{1}, E_{2}, \ldots, E_{m}$ is the following:

$$
P=\left(\begin{array}{ccc}
1-\sum_{i=2}^{m} \frac{1}{1+\mathrm{e}^{\left(E_{i}-E_{1}\right) / T}} & \cdots & \frac{1}{1+\mathrm{e}^{\left(E_{m}-E_{1}\right) / T}} \\
\frac{1}{1+\mathrm{e}^{\left(E_{1}-E_{2}\right) / T}} & \ddots & \vdots \\
\vdots & & \vdots \\
\frac{1}{1+\mathrm{e}^{\left(E_{1}-E_{m}\right) / T}} & \cdots 1-\sum_{i=1}^{m-1} \frac{1}{1+\mathrm{e}^{\left(E_{i}-E_{m}\right) / T}}
\end{array}\right)
$$

The product of the Boltzmann distribution

$$
\frac{1}{Z}\left(\mathrm{e}^{-E_{1} / T}, \mathrm{e}^{-E_{2} / T}, \ldots, \mathrm{e}^{-E_{m} / T}\right)
$$

with $\mathbf{P}$ is a vector of dimension $m$. Its first component is

$$
\begin{aligned}
v_{1} & =\frac{1}{Z}\left(\mathrm{e}^{-E_{1} / T}\left(1-\sum_{i=2}^{m} \frac{1}{1+\mathrm{e}^{\left(E_{i}-E_{1}\right) / T}}\right)+\sum_{i=2}^{m} \frac{\mathrm{e}^{-E_{i} / T}}{1+\mathrm{e}^{\left(E_{1}-E_{i}\right) / T}}\right) \\
& =\frac{1}{Z}\left(\mathrm{e}^{-E_{1} / T}-\sum_{i=2}^{m} \frac{\mathrm{e}^{-E_{1} / T}}{1+\mathrm{e}^{\left(E_{i}-E_{1}\right) / T}}+\sum_{i=2}^{m} \frac{\mathrm{e}^{-E_{i} / T}}{1+\mathrm{e}^{\left(E_{1}-E_{i}\right) / T}}\right) \\
& =\frac{1}{Z}\left(\mathrm{e}^{-E_{1} / T}-\sum_{i=2}^{m} \frac{1}{\mathrm{e}^{E_{1} / T}+\mathrm{e}^{E_{i} / T}}+\sum_{i=2}^{m} \frac{1}{\mathrm{e}^{E_{i} / T}+\mathrm{e}^{E_{1} / T}}\right) \\
& =\frac{1}{Z} \mathrm{e}^{-E_{1} / T} .
\end{aligned}
$$

We again get the first component of the Boltzmann distribution. The same can be shown for the other components, proving that the distribution is stable with respect to $\mathbf{P}$.

It easy to show that a Boltzmann machine is governed by equation (14.2). If a transition from state $\alpha$ to state $\beta$ occurs, a unit $k$ must have changed its state from $x_{k}$ to $x_{k}^{\prime}$. The energy of the network in state $\alpha$ is given by

$$
E_{\alpha}=-\frac{1}{2} \sum_{i \neq k}^{n} \sum_{j \neq k}^{n} w_{i j} x_{i} x_{j}+\sum_{i \neq k}^{n} \theta_{i} x_{i}-\sum_{i=1}^{n} w_{k i} x_{i} x_{k}+\theta_{k} x_{k}
$$

in state $\beta$ by

$$
E_{\beta}=-\frac{1}{2} \sum_{i \neq k}^{n} \sum_{j \neq k}^{n} w_{i j} x_{i} x_{j}+\sum_{i \neq k}^{n} \theta_{i} x_{i}-\sum_{i=1}^{n} w_{k i} x_{i} x_{k}^{\prime}+\theta_{k} x_{k}^{\prime}
$$

The contribution of unit $k$ was expressed in both cases separately. The energy difference is therefore

$$
\begin{equation*}
E_{\beta}-E_{\alpha}=-\sum_{i=1}^{n} w_{k i} x_{i}\left(x_{k}^{\prime}-x_{k}\right)+\theta_{k}\left(x_{k}^{\prime}-x_{k}\right) \tag{14.4}
\end{equation*}
$$

Since the states are different $x_{k} \neq x_{k}^{\prime}$. Assume without loss of generality that $x_{k}=0$ and the unit state changed to $x_{k}^{\prime}=1$. This happened following the defined rules, that is, with probability

$$
\begin{equation*}
p_{\alpha \rightarrow \beta}=\frac{1}{1+\exp \left(-\left(\sum_{i=1}^{n} w_{k i} x_{i}-\theta_{k}\right)\right)} \tag{14.5}
\end{equation*}
$$

Since $x_{k}^{\prime}=1$ it holds that $x_{k}^{\prime}-x_{k}=1$ and (14.4) transforms to

$$
\begin{equation*}
E_{\beta}-E_{\alpha}=-\sum_{i=1}^{n} w_{k i} x_{i}+\theta_{k} \tag{14.6}
\end{equation*}
$$

The transition is ruled by equation (14.5), which is obviously equivalent to (14.2). The only limitation is that in Boltzmann machines state transitions involving two units are not allowed, but this does not affect the substance of our argument. The Boltzmann distribution is therefore the stable probability distribution of the network. In our flip-flop example, the stable distribution is given by

$$
\begin{aligned}
\mathbf{v} & =\frac{1}{\mathrm{e}^{-E_{00}}+\mathrm{e}^{-E_{01}}+\mathrm{e}^{-E_{10}}+\mathrm{e}^{-E_{11}}}\left(\mathrm{e}^{-E_{00}}, \mathrm{e}^{-E_{01}}, \mathrm{e}^{-E_{10}}, \mathrm{e}^{-E_{11}}\right) \\
& =\frac{1}{2}\left(\frac{1}{1+\mathrm{e}^{0.5}}\right)\left(1, \mathrm{e}^{0.5}, \mathrm{e}^{0.5}, 1\right) \\
& =(0.19,0.31,0.31,0.19)
\end{aligned}
$$

The result is the same as that computed previously using the direct method.

### 14.2.5 Physical meaning of the Boltzmann distribution

It is interesting to give the Boltzmann distribution a physical interpretation. This can be done using an example discussed by Feynman. The atmosphere is a system in which the air molecules occupy many different energy levels in the gravitational field. We can investigate the distribution of the air molecules in an air column in thermal equilibrium. Figure 14.4 shows a slice of thickness $d h$ of a vertical air cylinder. The slice is cut at height $h$. The weight $G$ of a differential air cylinder with unitary base area is

$$
G=-m g n d h
$$

where $m$ represents the mass of an air particle (all of them are equal to simplify the derivation), $g$ the gravitational field strength, and $n$ the number of air particles in a unitary volume. In that case, $n d h$ is the number of particles in a differential cylinder.


Fig. 14.4. Horizontal slice of an air column in thermal equilibrium

The weight $G$ is equal to the difference between the pressure $P_{h+d h}$ on the upper side of the cylinder and the pressure $P_{h}$ on the lower side, that is,

$$
d P=P_{h+d h}-P_{h}=-m g n d h
$$

According to the theory of ideal gases,

$$
P=n k T
$$

where $k$ represents the Boltzmann constant and $T$ the temperature. Consequently, $d P=k T d n$. Combining the last two equations we get

$$
\begin{aligned}
k T d n & =-m g n d h \\
\frac{d n}{n} & =-\frac{m g}{k T} d h
\end{aligned}
$$

From this we conclude that

$$
n=n_{0} \mathrm{e}^{-m g h / k T}
$$

The equation tells us that the number of air particles decreases exponentially with altitude (and correspondingly with the energy level). The equation is similar to (14.3). The above analysis shows therefore that the Boltzmann distribution determines the mean density of the particles which reach the energy level $-m g h / k T$. We can deduce similar conclusions for other physical systems governed by the Boltzmann distribution.

The above result gives an intuitive idea of one of the essential properties of the Boltzmann distribution: a system in thermal equilibrium stays in states of low energy with greater probability. Fluctuations can occur, but the number of transitions to higher energy levels decreases exponentially. Those transitions can be increased by raising the temperature $T$. The system is "heated" and the number of state transitions grows accordingly.

### 14.3 Learning algorithms and applications

As we have shown, when the temperature $T$ is positive there are no absolutely stable states. Nevertheless we can ask if a Boltzmann machine can be trained to reproduce a given probability distribution of network states. If this can be done the network will learn to behave in a statistically reproducible way, once some of the inputs have been fixed.

### 14.3.1 Boltzmann learning

Ackley, Hinton, and Sejnowski developed the algorithm called Boltzmann learning [7]. We follow Hertz et al. in the derivation [189]. An alternative proof can be found in [108].

The states of the input units of the network will be indexed with $\alpha$ and the states of the hidden units with $\beta$ (hidden units are those which receive no external input). If there are $m$ input and $k$ hidden units, the state of the network is specified by the state of $n=m+k$ units. Without loss of generality we consider only units with threshold zero.

The probability $P_{\alpha}$ that the input units assume state $\alpha$ (without considering the state $\beta$ of the hidden units) is given by

$$
\begin{equation*}
P_{\alpha}=\sum_{\beta} P_{\alpha \beta} \tag{14.7}
\end{equation*}
$$

where $P_{\alpha \beta}$ denotes the probability of the combined network state $\alpha \beta$ and the sum is done considering all possible states of the hidden units. Equation (14.7) can be written as

$$
\begin{equation*}
P_{\alpha}=\frac{1}{Z} \sum_{\beta} \exp \left(-\gamma E_{\alpha \beta}\right) \tag{14.8}
\end{equation*}
$$

where

$$
\begin{equation*}
Z=\sum_{\alpha, \beta} \exp \left(-\gamma E_{\alpha \beta}\right) \tag{14.9}
\end{equation*}
$$

and $\gamma=1 / T$. Equations (14.8) and (14.9) are derived from the Boltzmann distribution. The energy of the network in state $\alpha \beta$ is

$$
\begin{equation*}
E_{\alpha \beta}=-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} x_{i}^{\alpha \beta} x_{j}^{\alpha \beta} \tag{14.10}
\end{equation*}
$$

Equation (14.7) provides us with the probability distribution of the states $\alpha$ in a free running network, that is, a network without external input. We want the network to learn to take the states $\alpha$ with the probability distribution $R_{\alpha}$. During the training phase, an input vector is clamped to the input units. The distance $D$ between the desired and the actual behavior of the network is measured using the expression

$$
\begin{equation*}
D=\sum_{\alpha} R_{\alpha} \log \frac{R_{\alpha}}{P_{\alpha}} \tag{14.11}
\end{equation*}
$$

The distance $D$ is zero only if the distribution $R_{\alpha}$ is equal to the distribution $P_{\alpha}$. The learning algorithm must minimize $D$. Gradient descent on this error function leads to the weight update

$$
\begin{equation*}
\Delta w_{i j}=-\eta \frac{\partial D}{\partial w_{i j}}=\eta \sum_{\alpha} \frac{R_{\alpha}}{P_{\alpha}} \frac{\partial P_{\alpha}}{\partial w_{i j}} \tag{14.12}
\end{equation*}
$$

Combining equations (14.8), (14.9), and (14.10) we obtain the expression

$$
\begin{aligned}
\frac{\partial P_{\alpha}}{\partial w_{i j}}= & \frac{\gamma \sum_{\beta} \exp \left(-\gamma E_{\alpha \beta}\right) x_{i}^{\alpha \beta} x_{j}^{\alpha \beta}}{Z} \\
& -\frac{\gamma\left(\sum_{\beta} \exp \left(-\gamma E_{\alpha \beta}\right)\right) \sum_{\lambda \mu} \exp \left(-\gamma E_{\lambda \mu}\right) x_{i}^{\lambda \mu} x_{j}^{\lambda \mu}}{Z^{2}} \\
= & \gamma\left(\sum_{\beta} x_{i}^{\alpha \beta} x_{j}^{\alpha \beta} P_{\alpha \beta}-P_{\alpha}\left\langle x_{i} x_{j}\right\rangle_{\text {free }}\right) .
\end{aligned}
$$

The expression $\left\langle x_{i} x_{j}\right\rangle_{\text {free }}$ denotes the expected value of the product of the unit states $x_{i}$ and $x_{j}$ in the free running network. Combining this result with (14.12) we get

$$
\begin{equation*}
\Delta w_{i j}=\eta \gamma\left(\sum_{\alpha} \frac{R_{\alpha}}{P_{\alpha}} \sum_{\beta} x_{i}^{\alpha \beta} x_{j}^{\alpha \beta} P_{\alpha \beta}-\sum_{\alpha} R_{\alpha}\left\langle x_{i} x_{j}\right\rangle_{\text {free }}\right) \tag{14.13}
\end{equation*}
$$

We introduce the conditional probability $P_{\beta \mid \alpha}$ which is the probability that the hidden units assume state $\beta$ when the input units are in state $\alpha$, that is,

$$
P_{\alpha \beta}=P_{\beta \mid \alpha} P_{\alpha}
$$

The expected value of the product of $x_{i}$ and $x_{j}$ during training (i.e., with clamped input) is given by

$$
\left\langle x_{i} x_{j}\right\rangle_{\text {fixed }}=\sum_{\alpha} R_{\alpha} P_{\beta \mid \alpha} x_{i}^{\alpha \beta} x_{j}^{\alpha \beta}
$$

Using both definitions of the expected products and substituting in (14.13) leads to the expression

$$
\begin{aligned}
\Delta w_{i j} & =\eta \gamma\left(\sum_{\alpha, \beta} R_{\alpha} P_{\beta \mid \alpha} x_{i}^{\alpha \beta} x_{j}^{\alpha \beta}-\sum_{\alpha} R_{\alpha}\left\langle x_{i} x_{j}\right\rangle_{\text {free }}\right) \\
& =\eta \gamma\left(\left\langle x_{i} x_{j}\right\rangle_{\text {fixed }}-\left\langle x_{i} x_{j}\right\rangle_{\text {free }}\right)
\end{aligned}
$$

The above equation describes the learning method for a Boltzmann machine: the network is let run with clamped inputs and the average $\left\langle x_{i} x_{j}\right\rangle_{\text {fixed }}$ is computed. In a second pass, the network is let run without inputs. The average $\left\langle x_{i} x_{j}\right\rangle_{\text {free }}$ is computed and subtracted from the previously computed average. This provides us with an estimate of $\Delta w_{i j}$. The network weights are corrected until gradient descent has found a local minimum of the error measure $D$.

Note that Boltzmann learning resembles Hebbian learning. The values of $\left\langle x_{i} x_{j}\right\rangle_{\text {fixed }}$ and $\left\langle x_{i} x_{j}\right\rangle_{\text {free }}$ correspond to the entries of the stochastic correlation matrix of network states. The second term is subtracted and is interpreted as Hebbian "forgetting". This controlled loss of memory should prevent the network from learning false, spontaneously generated states. Obviously, Boltzmann learning in this form is computationally expensive for serial computers, since several passes over the whole data set and many update steps are needed.

### 14.3.2 Combinatorial optimization

Boltzmann machines can be used in those cases in which Hopfield networks become trapped in shallow local minima of the energy function. The energy function should have basins of attraction with clearly defined borders. Only in that case can we give a statistical guarantee that the global minimum will be reached. For problems such as the TSP this is not guaranteed. In these problems there are few global minima surrounded by many relatively deep local minima. The basins of attraction of the global minima are not much larger than the basins of attraction of the local minima. A Boltzmann machine can hardly improve on the results of the Hopfield network when the error function has an unfavorable shape. Boltzmann machines are therefore more important from a theoretical than from an engineering point of view. They can be used to model biological phenomena, such as conditioning and


Fig. 14.5. Working principle of a Gauss machine
the emergence of memory. Biological neurons are stochastic systems and our models of artificial neural networks should reflect this fact.

Another possible realization of a stochastic Hopfield network consists in providing each unit in the network with a stochastic external input. Each unit $i$ computes its net excitation $\sum_{j=1}^{N} w_{i j} x_{j}-\theta_{i}$ plus a stochastic term $\varepsilon$, as shown in Figure 14.5. The network dynamics is the standard Hopfield dynamics. Due to the stochastic term, some units update their states and can occasionally bring the network to states with a higher energy. Such stochastic systems have been called Gauss machines, because the stochastic term obeys a Gauss distribution. Some authors have compared Boltzmann and Gauss machines and find the latter more suitable for some tasks [13].

### 14.4 Historical and bibliographical remarks

Simulated annealing has been used for many years in the field of numerical optimization. The technique is a special case of the Monte Carlo method. Simulated annealing was brought into the mainstream of computing by the article published by Kirkpatrick, Gelatt, and Vecchi in 1983 [246]. The necessary conditions for convergence to a global minimum of a given function were studied in the classical paper by Geman and Geman [158]. An extensive analysis of the problem can be found in [1].

The introduction of stochastic computing units was proposed by several authors in different contexts. The Boltzmann machine concept was developed by Hinton and Sejnowski in the 1980s [191]. Their learning algorithm was the first proposed for stochastic networks and allowed dealing with hidden units in networks of the Hopfield type. In the following years other types of stochastic behavior were introduced. This led to models such as the Cauchy machine [423] and the Gauss machines mentioned already.

The role of noise in Hopfield networks has been studied by many physicists [25]. It can be shown, for example, that the number of false local minima that
arise in Hopfield networks can be compensated with a stochastic dynamic, so that the statistical capacity of the network is improved.

## Exercises

1. Solve the eight queens problem using a Boltzmann machine. Define the network's weights by hand.
2. Find with the computer the equilibrium distribution for a 10 -node Boltzmann machine with randomly generated weights. Compute the Boltzmann distribution of the network and compare with the previous result.
3. Train a Boltzmann machine to generate solutions of the eight queens problem. Compare with your manually defined network of Exercise 1.

## Kohonen Networks

### 15.1 Self-organization

In this chapter we consider self-organizing networks. The main difference between them and conventional models is that the correct output cannot be defined a priori, and therefore a numerical measure of the magnitude of the mapping error cannot be used. However, the learning process leads, as before, to the determination of well-defined network parameters for a given application.

### 15.1.1 Charting input space

In Chap. 5 we considered networks with a single layer which learn to identify clusters of vectors. This is also an example of a self-organizing system, since the correct output was not predefined and the mapping of weight vectors to cluster centroids is an automatic process.


Fig. 15.1. A function $f: A \rightarrow B$

When a self-organizing network is used, an input vector is presented at each step. These vectors constitute the "environment" of the network. Each
new input produces an adaptation of the parameters. If such modifications are correctly controlled, the network can build a kind of internal representation of the environment. Since in these networks learning and "production" phases can be overlapped, the representation can be updated continuously.

The best-known and most popular model of self-organizing networks is the topology-preserving map proposed by Teuvo Kohonen [254, 255]. So-called Kohonen networks are an embodiment of some of the ideas developed by Rosenblatt, von der Malsburg, and other researchers. If an input space is to be processed by a neural network, the first issue of importance is the structure of this space. A neural network with real inputs computes a function $f$ defined from an input space $A$ to an output space $B$. The region where $f$ is defined can be covered by a Kohonen network in such a way that when, for example, an input vector is selected from the region $a_{1}$ shown in Figure 15.1, only one unit in the network fires. Such a tiling in which input space is classified in subregions is also called a chart or map of input space. Kohonen networks learn to create maps of the input space in a self-organizing way.

### 15.1.2 Topology preserving maps in the brain

Kohonen's model has a biological and mathematical background. It is well known in neurobiology that many structures in the brain have a linear or planar topology, that is, they extend in one or two dimensions. Sensory experience, on the other hand, is multidimensional. A simple event, such as the perception of color, presupposes interaction between three different kinds of light receptors. The eyes capture additional information about the structure, position, and texture of objects too. The question is: how do the planar structures in the brain manage to process such multidimensional signals? Put another way: how is the multidimensional input projected to the twodimensional neuronal structures? This important question can be illustrated with two examples.

The visual cortex is a well-studied region in the posterior part of the human brain. Many neurons work together to decode and process visual impressions. It is interesting to know that the visual information is mapped as a twodimensional projection on the cortex, despite the complexity of the pathway from the retina up to the cortical structures. Figure 15.2 shows a map of the visual cortex very similar to the one already discovered by Gordon Holmes at the beginning of the century [161]. The diagram on the right represents the whole visual field and its different regions. The inner circle represents the center of the visual field, whose contents are captured by the fovea. The diagram on the left uses three different shadings to show the correspondence between regions of the visual cortex and regions of the visual field. Two important phenomena can be observed: firstly, that neighboring regions of the visual field are processed by neighboring regions in the cortex; and secondly, that the surface of the visual cortex reserved for the processing of the information from the fovea is disproportionally large. This means that signals from the center of
the visual field are processed in more detail and with higher resolution than signals from the periphery of the visual field. Visual acuity increases from the periphery to the center.


Fig. 15.2. Mapping of the visual field on the cortex

The visual cortex is therefore a kind of map of the visual field. Since this is a projection of the visual world onto the spherically arranged light receptors in the retina, a perfect correspondence between retina and cortex would need a spherical configuration of the latter. However, the center of the visual field maps to a proportionally larger region of the cortex. The form of the extended cortex should therefore resemble a deformed sphere. Physiological experiments have confirmed this conjecture [205].

In the human cortex we not only find a topologically ordered representation of the visual field but also of sensations coming from other organs. Figure 15.3 shows a slice of two regions of the brain: to the right the somatosensory cortex, responsible for processing mechanical inputs, and to the left the motor cortex, which controls the voluntary movement of different body parts. Both regions are present in each brain hemisphere and are located contiguous to each other.

Figure 15.3 shows that the areas of the brain responsible for processing body signals are distributed in a topology-preserving way. The region in charge of signals from the arms, for example, is located near to the region responsible for the hand. As can be seen, the spatial relations between the body parts are preserved as much as possible in the sensory cortex. The same phenomenon can be observed in the motor cortex.

Fig. 15.3. The somatosensory and motor cortex

Of course, all details of how the cortex processes sensory signals have not yet been elucidated. However, it seems a safe assumption that the first representation of the world built by the brain is a topological one, in which the exterior spatial relations are mapped to similar spatial relations in the cortex. One might think that the mapping of the sensory world onto brains is genetically determined, but experiments with cats that are blind in one eye have shown that those areas of the cortex which in a normal cat process information from the lost eye readapt and can process information from the other eye. This can only happen if the cat loses vision from one eye when the brain is still developing, that is, when it still possesses enough plasticity. This means that the topological correspondence between retina and cortex is not totally genetically determined and that sensory experience is necessary for the development of the correct neural circuitry [124].

Kohonen's model of self-organizing networks goes to the heart of this issue. His model works with elements not very different from the ones used by other researchers. More relevant is the definition of the neighborhood of a computing unit. Kohonen's networks are arrangements of computing nodes in one-, two-, or multi-dimensional lattices. The units have lateral connec-
tions to several neighbors. Examples of this kind of lateral coupling are the inhibitory connections used by von der Malsburg in his self-organizing models [284]. Connections of this type are also present, for example, in the human retina, as we discussed in Chap. 3.

### 15.2 Kohonen's model

In this section we deal with some examples of the ordered structures known as Kohonen networks. The grid of computing elements allows us to identify the immediate neighbors of a unit. This is very important, since during learning the weights of computing units and their neighbors are updated. The objective of such a learning approach is that neighboring units learn to react to closely related signals.

### 15.2.1 Learning algorithm

Consider the problem of charting an $n$-dimensional space using a onedimensional chain of Kohonen units. The units are all arranged in sequence and are numbered from 1 to $m$ (Figure 15.4). Each unit becomes the $n$ dimensional input $\mathbf{x}$ and computes the corresponding excitation. The $n$ dimensional weight vectors $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}$ are used for the computation. The objective of the charting process is that each unit learns to specialize on different regions of input space. When an input from such a region is fed into the network, the corresponding unit should compute the maximum excitation. Kohonen's learning algorithm is used to guarantee that this effect is achieved.


Fig. 15.4. A one-dimensional lattice of computing units

A Kohonen unit computes the Euclidian distance between an input $\mathbf{x}$ and its weight vector $\mathbf{w}$. This new definition of excitation is more appropriate for certain applications and also easier to visualize. In the Kohonen one-dimensional network, the neighborhood of radius 1 of a unit at the $k$-th position consists of the units at the positions $k-1$ and $k+1$. Units at both
ends of the chain have asymmetrical neighborhoods. The neighborhood of radius $r$ of unit $k$ consists of all units located up to $r$ positions from $k$ to the left or to the right of the chain.

Kohonen learning uses a neighborhood function $\phi$, whose value $\phi(i, k)$ represents the strength of the coupling between unit $i$ and unit $k$ during the training process. A simple choice is defining $\phi(i, k)=1$ for all units $i$ in a neighborhood of radius $r$ of unit $k$ and $\phi(i, k)=0$ for all other units. We will later discuss the problems that can arise when some kinds of neighborhood functions are chosen. The learning algorithm for Kohonen networks is the following:

## Algorithm 15.2.1 Kohonen learning

start: The $n$-dimensional weight vectors $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}$ of the $m$ computing units are selected at random. An initial radius $r$, a learning constant $\eta$, and a neighborhood function $\phi$ are selected.
step 1: Select an input vector $\xi$ using the desired probability distribution over the input space.
step 2: The unit $k$ with the maximum excitation is selected (that is, for which the distance between $\mathbf{w}_{i}$ and $\xi$ is minimal, $i=1, \ldots, m$ ).
step 3: The weight vectors are updated using the neighborhood function and the update rule

$$
\mathbf{w}_{i} \leftarrow \mathbf{w}_{i}+\eta \phi(i, k)\left(\xi-\mathbf{w}_{i}\right), \quad \text { for } i=1, \ldots, m
$$

step 4: Stop if the maximum number of iterations has been reached; otherwise modify $\eta$ and $\phi$ as scheduled and continue with step 1.

The modifications of the weight vectors (step 3) attracts them in the direction of the input $\xi$. By repeating this simple process several times, we expect to arrive at a uniform distribution of weight vectors in input space (if the inputs have also been uniformly selected). The radius of the neighborhood is reduced according to a previous plan, which we call a schedule. The effect is that each time a unit is updated, neighboring units are also updated. If the weight vector of a unit is attracted to a region in input space, the neighbors are also attracted, although to a lesser degree. During the learning process both the size of the neighborhood and the value of $\phi$ fall gradually, so that the influence of each unit upon its neighbors is reduced. The learning constant controls the magnitude of the weight updates and is also reduced gradually. The net effect of the selected schedule is to produce larger corrections at the beginning of training than at the end.

Figure 15.5 shows the results of an experiment with a one-dimensional Kohonen network. Each unit is represented by a dot. The input domain is a triangle. At the end of the learning process the weight vectors reach a distribution which transforms each unit into a "representative" of a small region of input space. The unit in the lower corner, for example, is the one


Fig. 15.5. Map of a triangular region
which responds with the largest excitation for vectors in the shaded region. If we adopt a "winner-takes-all" activation strategy, then it will be the only one to fire.

The same experiment can be repeated for differently shaped domains. The chain of Kohonen units will adopt the form of a so-called Peano curve. Figure 15.6 is a series of snapshots of the learning process from 0 to 25000 iterations [255]. At the beginning, before training starts, the chain is distributed randomly in the domain of definition. The chain unwraps little by little and the units distribute gradually in input space. Finally, when learning approaches its end, only small corrections affect the unit's weights. At that point, the neighborhood radius has been reduced to zero and the learning constant has reached a small value.

Fig. 15.6. Mapping a chain to a triangle

Kohonen networks can be arranged in multidimensional grids. An interesting choice is a planar network, as shown in Figure 15.7. The neighborhood of radius $r$ of unit $k$ consists, in this case, of all other units located at most $r$ places to the left or right, up or down in the grid. With this convention, the neighborhood of a unit is a quadratic portion of the network. Of course we can define more sophisticated neighborhoods, but this simple approach is all that is needed in most applications.

Figure 15.7 shows the flattening of a two-dimensional Kohonen network in a quadratic input space. The four diagrams display the state of the network after $100,1000,5000$, and 10000 iterations. In the second diagram several iterations have been overlapped to give a feeling of the iteration process. Since in this experiment the dimension of the input domain and of the network are the same, the learning process reaches a very satisfactory result.


Fig. 15.7. Mapping a square with a two-dimensional lattice. The diagram on the upper right shows some overlapped iterations of the learning process. The diagram below it is the final state after 10000 iterations.

Settling on a stable state is not so easy in the case of multidimensional networks. There are many factors which play a role in the convergence process, such as the size of the selected neighborhood, the shape of the neighborhood function and the scheduling selected to modify both. Figure 15.8 shows an example of a network which has reached a state very difficult to correct. A knot has appeared during the training process and, if the plasticity of the network
has reached a low level, the knot will not be undone by further training, as the overlapped iterations in the diagram on the right, in Figure 15.8 show.


Fig. 15.8. Planar network with a knot

Several proofs of convergence have been given for one-dimensional Kohonen networks in one-dimensional domains. There is no general proof of convergence for multidimensional networks.

### 15.2.2 Mapping high-dimensional spaces

Usually, when an empirical data set is selected, we do not know its real dimension. Even if the input vectors are of dimension $n$, it could be that the data concentrates on a manifold of lower dimension. In general it is not obvious which network dimension should be used for a given data set. This general problem led Kohonen to consider what happens when a low-dimensional network is used to map a higher-dimensional space. In this case the network must fold in order to fill the available space. Figure 15.9 shows, in the middle, the result of an experiment in which a two-dimensional network was used to chart a three-dimensional box. As can be seen, the network extends in the $x$ and $y$ dimensions and folds in the $z$ direction. The units in the network try as hard as possible to fill the available space, but their quadratic neighborhood poses some limits to this process. Figure 15.9 shows, on the left and on the right, which portions of the network approach the upper or the lower side of the box. The black and white stripes resemble a zebra pattern.

Remember that earlier we discussed the problem of adapting the planar brain cortex to a multidimensional sensory world. There are some indications that a self-organizing process of the kind shown in Figure 15.9 could also be taking place in the human brain, although, of course, much of the brain structure emerges pre-wired at birth. The experiments show that the foldings of the planar network lead to stripes of alternating colors, that is, stripes which



Fig. 15.9. Two-dimensional map of a three-dimensional region
map alternately to one side or the other of input space (for the $z$ dimension). A commonly cited example for this kind of structure in the human brain is the visual cortex. The brain actually processes not one but two visual images, one displaced with respect to the other. In this case the input domain consists of two planar regions (the two sides of the box of Figure 15.9). The planar cortex must fold in the same way in order to respond optimally to input from one or other side of the input domain. The result is the appearance of the stripes of ocular dominance studied by neurobiologists in recent years. Figure 15.10 shows a representation of the ocular dominance columns in LeVays' reconstruction [205]. It is interesting to compare these stripes with the ones found in our simple experiment with the Kohonen network.


Fig. 15.10. Diagram of eye dominance in the visual cortex. Black stripes represent one eye, white stripes the other.

These modest examples show the kinds of interesting consequence that can be derived from Kohonen's model. In principle Kohonen networks resemble the unsupervised networks we discussed in Chap. 5. Here and there we try to chart an input space distributing computing units to define a vector quantization. The main difference is that Kohonen networks have a predefined topology. They
are organized in a grid and the learning problem is to find a way to distribute this grid in input space. One could follow another approach, such as using a $k$-means type of algorithm to distribute $n \times n$ units in a quadratic domain. We could thereafter use these units as the vertices of a planar grid, which we define at will. This is certainly better if we are only interested in obtaining a grid for our quadratic domain. If we are interested in understanding how a given grid (i.e., the cortex) adapts to a complex domain, we have to start training with the folded grid and terminate training with an unfolded grid. In this case what we are investigating is the interaction between "nurture and nature". What initial configurations lead to convergence? How is convergence time affected by a preordered network compared to a fully random network? All these issues are biologically relevant and can only be answered using the full Kohonen model or its equivalent.

### 15.3 Analysis of convergence

We now turn to the difficult question of analyzing the convergence of Kohonen's learning algorithm. We will not go into detail in this respect, since the necessary mathematical machinery is rather complex and would take too much space in this chapter. We will content ourselves with looking at the conditions for stability when the network has arrived at an ordered state, and give some useful references for more detailed analysis.

### 15.3.1 Potential function - the one-dimensional case

Consider the simplest Kohonen network - it consists of just one unit and the input domain is the one-dimensional interval $[a, b]$. The learning algorithm will lead to convergence of the sole weight $x$ in the middle of the interval $[a, b]$.


Fig. 15.11. The weight $x$ in the interval $[a, b]$

In our example Kohonen learning consists of the update rule

$$
x_{n}=x_{n-1}+\eta\left(\xi-x_{n-1}\right),
$$

where $x_{n}$ and $x_{n-1}$ represent the values of the unit's weight in steps $n$ and $n-1$ and $\xi$ is a random number in the interval $[a, b]$. If $0<\eta \leq 1$, the series $x_{1}, x_{2}, \ldots$ cannot leave the interval $[a, b]$, that is, it is bounded. Since the expected value $\langle x\rangle$ of $x$ is also bounded, this means that the expected value of the derivative of $x$ with respect to $t$ is zero,

$$
\left\langle\frac{d x}{d t}\right\rangle=0
$$

otherwise the expected value of $x$ will eventually be lower than $a$ or greater than $b$. Since

$$
\left\langle\frac{d x}{d t}\right\rangle=\eta(\langle\xi\rangle-\langle x\rangle)=\eta\left(\frac{a+b}{2}-\langle x\rangle\right),
$$

this means that

$$
\langle x\rangle=\frac{a+b}{2} .
$$

The same technique can be used to analyze the stable states of the general one-dimensional case. Let $n$ units be arranged in a one-dimensional chain whose respective weights are denoted by $x^{1}, x^{2}, \ldots, x^{n}$. The network is used to chart the one-dimensional interval $[a, b]$. Assume that the weights are arranged monotonically and in ascending order, i.e. $a<x^{1}<x^{2}<\cdots<x^{n}<b$. We want to show that the expected values of the weights are given by

$$
\begin{equation*}
\left\langle x^{i}\right\rangle=a+(2 i-1) \frac{b-a}{2 n} \tag{15.1}
\end{equation*}
$$

All network weights are distributed as shown in Figure 15.12.


Fig. 15.12. Distribution of the network weights in the interval $[a, b]$

The distribution is statistically stable for a one-dimensional Kohonen network because the attraction on each weight of its domain is zero on average. The actual weights oscillate around the expected values $\left\langle x^{1}\right\rangle, \ldots,\left\langle x^{n}\right\rangle$. Since, in Kohonen learning, the weights stay bounded, it holds for $i=1,2, \ldots, n$ that

$$
\begin{equation*}
\left\langle\frac{d x^{i}}{d t}\right\rangle=0 \tag{15.2}
\end{equation*}
$$

The learning algorithm does not modify the relative positions of the weights. Equation (15.2) holds if the expected values $\left\langle x^{1}\right\rangle, \ldots,\left\langle x^{n}\right\rangle$ are distributed homogeneously, that is, in such a way that attraction from the right balances the attraction from the left. This is only possible with the distribution given by (15.1). Note that we did not make any assumptions on the form of the neighborhood function (we effectively set it to zero). If the neighborhood function
is taken into account, a small difference arises at both ends of the chain, because the attraction from one side of the neighborhood is not balanced by the corresponding attraction from the other. This can be observed during training of Kohonen networks, for example in the lower right diagram in Figure 15.7.

### 15.3.2 The two-dimensional case

Stable states for the two-dimensional case can be analyzed in a similar way. Assume that a two-dimensional Kohonen network with $n \times n$ units is used to map the interval $[a, b] \times[c, d]$. Each unit has four immediate neighbors, with the exception of the units at the borders (Figure 15.13).


Fig. 15.13. Two-dimensional map

Denote the unit in the lower left corner by $N^{11}$ and the unit in the upper right corner by $N^{n n}$. Unit $N^{i j}$ is located at row $i$ and column $j$ of the network. Consider a monotonic ordering of the network weights, i.e.,

$$
\begin{equation*}
w_{1}^{i j}<w_{1}^{i k} \quad \text { if } \quad j<k \tag{15.3}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{2}^{i j}<w_{2}^{k j} \quad \text { if } i<k \tag{15.4}
\end{equation*}
$$

where $w_{1}^{i j}$ and $w_{2}^{i j}$ denote the two weights of unit $N^{i j}$.
Kohonen learning is started with an ordered configuration of this type. It is intuitively clear that the weights will distribute homogeneously in the input domain. The two-dimensional problem can be broken down into two one-dimensional problems. Let

$$
w_{1}^{j}=\frac{1}{n} \sum_{i=1}^{n} w_{1}^{i j}
$$

denote the average value of the weights of all units in the $j$-th column. Since equation (15.4) holds, these average values are monotonically arranged, that is, for the first coordinate we have

$$
a<w_{1}^{1}<w_{1}^{2}<\cdots<w_{1}^{n}<b
$$

If the average values are monotonically distributed, their expected values $\left\langle w_{1}^{i}\right\rangle$ will reach a homogeneous distribution in the interval $[a, b]$. Assuming that the neighborhood function has been set to zero, the units' weights $w_{1}^{11}, w_{1}^{21}, \ldots, w_{1}^{n 1}$ of the first column will oscillate around the average value $\left\langle w_{1}^{1}\right\rangle$. The same considerations can be made for the average values of the weights of each row of units. If the learning constant is small enough, the initial distribution will converge to a stable state.

Unfortunately, to arrive at this ideal state it is first necessary to unfold the randomly initialized Kohonen network. As Figure 15.8 shows, this process can fail at an early stage. The question is, therefore, under which conditions can such a planar network arrive at the unfolded state. Many theoreticians have tried to give an answer, but a general solution remains to be found [66, 91, 367].

### 15.3.3 Effect of a unit's neighborhood

In the previous section we did not consider the effect of a unit's neighborhood on its final stable state. Assume that the neighborhood function of a unit is given by

$$
\phi(i, k)=\left\{\begin{array}{l}
1 \quad \text { if } i=k \\
1 / 2 \text { if } i=k \pm 1 \\
0 \quad \text { otherwise }
\end{array}\right.
$$

Let a linear Kohonen network be trained with this neighborhood function. The stable ordering that is eventually reached (Figure 15.14) does not divide the input domain in equal segments. The stable mean values for $x_{1}$ and $x_{2}$ are $-1 / 4$ and $1 / 4$ respectively (see Exercise 2).


Fig. 15.14. Two weights in the interval $[-1,1]$

The neighborhood function produces a concentration of units around the center of the distribution. The exact pattern depends on the neighborhood
function and the neighborhood radius. Strong coupling of the grid's units attracts them to its center. The correct learning strategy is therefore to start training with a strong coupling, which is reduced gradually as learning progresses.


Fig. 15.15. Two-dimensional lattice being straightened out

In the case of a two-dimensional network (Figure 15.15), this training strategy concentrates the network towards the center. However, the periphery of the distribution attracts the network, unfolds it, and helps to achieve convergence. A way to help this process is to initialize the network with small weights (when the empirical data is centered at the origin).

### 15.3.4 Metastable states

In 1986 Cotrell and Fort showed that one-dimensional Kohonen networks converge to an ordered state if the input is selected from a uniform distribution [91]. Later Bouton and Pages extended this result for other distributions [66]. This has sometimes been interpreted as meaning that one-dimensional Kohonen networks always converge to a stable ordered state. However, this is only true for the kind of learning rule used in the proof of the convergence results. For a chain of weights $w_{1}, w_{2}, \ldots, w_{n}$, the weight updates are given by

$$
w_{k}=w_{k}+\gamma\left(\xi-w_{k}\right)
$$

where $k$ is equal to the index of the nearest weight to the input $\xi$ and each of its two neighbors (with the obligatory exceptions at both ends) and $\gamma$ is a learning constant. Note that this learning rule implies that the neighborhood function does not decay from one position in the chain to the next. Usually, however, a neighborhood function $\phi(i, k)$ is used to train the network and the question arises whether under some circumstances the one-dimensional Kohonen network could possibly converge to a disordered state. This is indeed the case when the neighborhood function decays too fast.


Fig. 15.16. A disordered one-dimensional network

To see how these metastable states arise, consider a simple chain of three units, which is started in the disordered combination in the interval [0, 1], as shown in Figure 15.16. The chain will be in equilibrium if the expected value of the total attraction on each weight is zero. Consider a simple neighborhood function

$$
\phi(i, k)=\left\{\begin{array}{l}
1 \text { if } i=k \\
a \text { if } i=k \pm 1 \\
0 \text { otherwise }
\end{array}\right.
$$

and the learning rule

$$
w_{k}=w_{k}+\gamma \phi(i, k)\left(\xi-w_{k}\right)
$$

where all variables have the same meaning as explained before and $a$ is a real positive constant. We will denote the total attractive "force" on each weight by $f_{1}, f_{2}, f_{3}$. In the configuration shown in Figure 15.16 the total attractions are (see Exercise 4):

$$
\begin{align*}
& f_{1}=\left(-\frac{3}{4}-a\right) w_{1}+\frac{a}{4} w_{2}+\left(\frac{1}{4}+\frac{a}{4}\right) w_{3}+\frac{a}{2}  \tag{15.5}\\
& f_{2}=\frac{a}{4} w_{1}+\left(-\frac{3}{4}-a\right) w_{2}+\left(\frac{1}{4}+\frac{a}{4}\right) w_{3}+\frac{1}{2}  \tag{15.6}\\
& f_{3}=\frac{1}{4} w_{1}+\left(\frac{1}{4}+\frac{a}{4}\right) w_{2}+\left(-\frac{1}{2}-\frac{3 a}{4}\right) w_{3}+\frac{a}{2} \tag{15.7}
\end{align*}
$$

This is a system of linear equations for the three weights $w_{1}, w_{2}$ and $w_{3}$. The associated "force" matrix is:

$$
F=\frac{1}{4}\left(\begin{array}{ccc}
-a-3 & a & 1+a \\
a & -a-3 & a+1 \\
1 & a+1 & -3 a-2
\end{array}\right)
$$

The matrix $F$ can be considered the negative Hesse matrix of a potential function $U\left(w_{1}, w_{2}, w_{3}\right)$. The solution is stable if the matrix $-F$ is positive definite. The solution of the system when $a=0$, that is, when Kohonen units do not attract their neighbors, is $w_{1}=1 / 6, w_{2}=5 / 6, w_{3}=1 / 2$. This is a stable disordered state. If $a$ is increased slowly, the matrix of the system of linear equations is still invertible and the solutions comply with the constraints of the problem (each weight lies in the interval $[0,1]$ ). For $a=0.01$, for example,
the solutions $w_{1}=0.182989, w_{2}=0.838618, w_{3}=0.517238$ can be found numerically. This is also a stable disordered state as can be proved (Exercise 4) by computing the eigenvalues of the matrix $-F$, which are given by

$$
\begin{aligned}
& \lambda_{1}=\frac{1}{3+2 a} \\
& \lambda_{2}=\frac{5+3 a+\sqrt{(5+3 a)^{2}-4\left(4+6 a-a^{2}\right)}}{2\left(4+6 a-a^{2}\right)} \\
& \lambda_{3}=\frac{5+3 a-\sqrt{(5+3 a)^{2}-4\left(4+6 a-a^{2}\right)}}{2\left(4+6 a-a^{2}\right)}
\end{aligned}
$$

For small values of $a$ all three eigenvalues are real and positive. This means that $-F$ is positive definite.

We can also numerically compute the maximum value of $a$ for which it is still possible to find metastable states. For $a=0.3$ the stable solutions no longer satisfy the constraints of the problem ( $w_{2}$ becomes larger than 1 ). We should expect convergence to an ordered state for values of $a$ above this threshold.

The example of one-dimensional chains illustrates some of the problems associated with guaranteeing convergence of Kohonen networks. In the multidimensional case care must be taken to ensure that the appropriate neighorhood is chosen, that a good initialization is used and that the cooling scheduling does not freeze the network too soon. And still another problem remains: that of choosing the dimension of the model.

### 15.3.5 What dimension for Kohonen networks?

In many cases we have experimental data which is coded using $n$ real values, but whose effective dimension is much lower. Consider the case in which the data set consists of the points in the surface of a sphere in three-dimensional space. Although the input vectors have three components, a two-dimensional Kohonen network will do a better job of charting this input space than a three-dimensional one. Some researchers have proposed computing the effective dimension of the data before selecting the dimension of the Kohonen network, since this can later provide a smoother approximation to the data.

The dimension of the data set can be computed experimentally by measuring the variation in the number of data points closer to another data point than a given $\varepsilon$, when $\varepsilon$ is gradually increased or decreased. If, for example, the data set lies on a plane in three-dimensional space and we select a data point $\xi$ randomly, we can plot the number of data points $N(\varepsilon)$ not further away from $\xi$ than $\varepsilon$. This number should follow the power law $N(\varepsilon) \approx \varepsilon^{2}$. If this is the case, we settle for a two-dimensional network. Normally, the way to make this computation is to draw a plot of $\log (N(\varepsilon)$ against $\log (\varepsilon)$. The slope of the regression curve as $\varepsilon$ goes to zero is the fractal dimension of the data set.

Finding the appropriate power law means that in some cases a function has to be fitted to the measurements. Since the dimension of the data can sometimes best be approximated by a fraction, we speak of the fractal dimension of the data. It has been shown experimentally that if the dimension of the Kohonen network approaches the fractal dimension of the data, the interpolation error is smaller than for other network sizes [410]. This can be understood as meaning that the units in the network are used optimally to approximate input space. Other methods of measuring the fractal dimension of data are discussed by Barnsley [42].

### 15.4 Applications

Kohonen networks can adapt to domains with the most exotic structures and have been applied in many different fields, as will be shown in the following sections.

### 15.4.1 Approximation of functions

A Kohonen network can be used to approximate the continuous real function $f$ in the domain of definition $[0,1] \times[0,1]$. The set $P=\{(x, y, f(x, y)) \mid x, y \in$ $[0,1]\}$ is a surface in three-dimensional space. We would like to adapt a planar grid to this surface. In this case the set $P$ is the domain which we try to map with the Kohonen network.

After the learning algorithm is started, the planar network moves in the direction of $P$ and distributes itself to cover the domain. Figure 15.17 shows the result of an experiment in which the function $z=5 \sin x+y$ had to be learned. The combinations of $x$ and $y$ were generated in a small domain. At the end of the training process the network has "learned" the function $f$ in the region of interest.

The function used in the example above is the one which guarantees optimal control of a pole balancing system. Such a system consists of a pole (of mass 1) attached to a moving car. The pole can rotate at the point of attachment and the car can only move to the left or to the right. The pole should be kept in equilibrium by moving the car in one direction or the other. The necessary force to keep the pole in equilibrium is given by $f(\theta)=\alpha \sin \theta+\beta d \theta / d t$ [368], where $\theta$ represents the angle between the pole and the vertical, and $\alpha$ and $\beta$ are constants. (Figure 15.18). For small values of $\theta$ a linear approximation can be used. Since a Kohonen network can learn the function $f$, it can also be used to provide the automatic control for the pole balancing system.

When a combination of $x$ and $y$ is given (in this case $\theta$ and $d \theta / d t$ ), the unit $(i, j)$ is found for which the Euclidian distance between its associated weights $w_{1}^{(i, j)}$ and $w_{2}^{(i, j)}$ and $(\theta, d \theta / d t)$ is minimal. The value of the function at this point is the learned $w_{3}^{(i, j)}$, that is, an approximation to the value of the

Fig. 15.17. Control surface of the balancing pole [Ritter et al. 1990]


Fig. 15.18. A balancing pole
function $f$. The network is therefore a kind of look-up table of the values of $f$. The table can be made as sparse or as dense as needed for the application at hand. Using a table is in general more efficient than computing the function each time from scratch. If the function is not analytically given, but has been learned using some input-output examples, Kohonen networks resemble backpropagation networks. The Kohonen network can continue adapting and, in this way, if some parameters of the system change (because some parts begin to wear), such a modification is automatically taken into account. The Kohonen network behaves like an adaptive table, which can be built using a minimal amount of hardware. This has made Kohonen networks an interesting choice in robotic applications.

### 15.4.2 Inverse kinematics

A second application of Kohonen networks is mapping the configuration space of a mechanical arm using a two-dimensional grid. Assume that a robot arm
with two joints, as shown in Figure 15.19, is used to reach to all points in a table. The robot arm has two degrees of freedom, i.e., the angles $\alpha$ and $\beta$. The network is trained using a feedback signal from the manipulator. The twodimensional Kohonen network is distributed homogenously in the quadratic domain. Now the tip of the arm is positioned manually at randomly selected points of the working surface. The weights of the Kohonen unit which is nearest to this point are updated (and also the weights of the neighbors), but the inputs for the update are the joints' angles. The network therefore charts the space of degrees of freedom. The parameters stored as weights at each node represent the combination of angles needed to reach a certain point, as shown in Figure 15.19. In this case the Kohonen network can again be considered a parameter table. Figure 15.19 shows that if the robot arm must be positioned at the selected point, it is only necessary to read the parameters from the grid. Note that in this case we assumed that the learning process avoids reaching the same point with a different parameter combination.


Fig. 15.19. Robot arm (left) and trained network (right)

More interesting is the case where we want to displace the tip of the manipulator from point $A$ to point $B$. It is only necessary to find a path from $A$ to $B$ on the grid. All units in this path provide the necessary parameters for the movement. Positions in between can be interpolated from the data.


Fig. 15.20. Optimal path from $A$ to $B$

The problem can be made more difficult if obstacles are allowed in the working surface. Figure 15.21 shows such a hurdle. If a Kohonen network is trained, it charts the configuration space of the manipulator in such a way as to avoid the forbidden zones. If we distribute the network in the working area according to the stored parameters, the result is the one shown to the left of Figure 15.21. The network itself is still a two-dimensional grid. If we want to move the manipulator from $A$ to $B$, we can plan the movement on the grid in the way we discussed before. The actual path selection is the one shown on the right of Figure 15.21. The manipulator moves to avoid the obstacle.


Fig. 15.21. Obstacles in the work area

This method can only be employed if we have previously verified that the edges of the network provide valid interpolations. It could be that two adjacent nodes contain valid information, but the path between them leads to a collision. Before using the network in the way discussed above, a previous validation step should guarantee that the edges of the grid are collision-free.

The Kohonen network can be used only if the obstacles do not change their positions. It is conceivable that if the changes occur very slowly, a fast learning algorithm could adapt the network to the changing circumstances. Kohonen networks behave in this kind of application as a generalized coordinate system. Finding the shortest path in the network corresponds to finding the shortest path in the domain of the problem, even when the movement performed by the manipulator is rather complex and nonlinear.

### 15.5 Historical and bibliographical remarks

Many applications have been developed since Kohonen first proposed the kind of networks which now bear his name. It is fascinating to see how such a simple model can offer plausible explanations for certain biological phenomena. Kohonen networks have even been used in the field of combinatorics, for example, to solve the Traveling Salesman Problem with the so-called elastic net algorithm [117]. A ring of units is used to encircle the cities to be visited in the Euclidian plane and Kohonen learning wraps this ring around them, so that a round trip of nearly minimal length is found.

The first applications in the field of robotics were developed and perfected in the 1980s. Kohonen has carried out some research on the application of topology-preserving networks in such diverse fields as speech recognition and structuring of semantic networks. The phonetic typewriter is a system based on a Kohonen map of the space of phonemes. A word can be recognized by observing the path in phoneme space reconstructed by the network [431].

Even if the original Kohonen model requires some non-biological assumptions (for example, the exchange of non-local information) there are ways to circumvent this problem. Its most important features are its self-organizing properties which arise from a very simple adaptation rule. Understanding the mathematics of such self-organizing processes is a very active field of research [222].

## Exercises

1. Implement a Kohonen one-dimensional network and map a two-dimensional square. You should get a Peano curve of the type discussed in this chapter.
2. Prove that the neighborhood function of the linear network in Sect. 15.3.3 has a stable state at $x_{1}=-1 / 4$ and $x_{2}=1 / 4$. Derive a general expression for a linear chain of $n$ elements and the same neighborhood function.
3. Is it possible for a two-dimensional Kohonen network in an ordered state to become disordered after some iterations of the learning algorithm? Consider the case of a two-dimensional domain.
4. Derive the expected values of $f_{1}, f_{2}$ and $f_{3}$ given in equations (15.5), (15.6), and (15.7).
5. Give an example of an obstacle in the working field of the robot arm discussed in the text that makes an edge of the Kohonen network unusable, although the obstacle is far away from the edge.

## Modular Neural Networks

In the previous chapters we have discussed different models of neural networks - linear, recurrent, supervised, unsupervised, self-organizing, etc. Each kind of network relies on a different theoretical or practical approach. In this chapter we investigate how those different models can be combined. We transform each single network in a module that can be freely intermixed with modules of other types. In this way we arrive at the concept of modular neural networks. Several general issues have led to the development of modular systems [153]:

- Reducing model complexity. As we discussed in Chap. 10 the way to reduce training time is to control the degrees of freedom of the system.
- Incorporating knowledge. Complete modules are an extension of the approach discussed in Sect. 10.3.5 of learning with hints.
- Data fusion and prediction averaging. Committees of networks can be considered as composite systems made of similar elements (Sect. 9.1.6)
- Combination of techniques. More than one method or class of network can be used as building block.
- Learning different tasks simultaneously. Trained modules may be shared among systems designed for different tasks.
- Robustness and incrementality. The combined network can grow gradually and can be made fault-tolerant.

Modular neural networks, as combined structures, have also a biological background: Natural neural systems are composed of a hierarchy of networks built of elements specialized for different tasks. In general, combined networks are more powerful than flat unstructured ones.

### 16.1 Constructive algorithms for modular networks

Before considering networks with a self-organizing layer, we review some techniques that have been proposed to provide structure to the hidden layer of
feed-forward neural networks or to the complete system (as a kind of decision tree).

### 16.1.1 Cascade correlation

An important but difficult problem in neural network modeling, is the selection of the appropriate number of hidden units. The cascade correlation algorithm, proposed by Fahlman and Lebiere [131], addresses this issue by recruiting new units according to the residual approximation error. The algorithm succeeds in giving structure to the network and reducing the training time necessary for a given task [391].

Figure 16.1 shows a network trained and structured using cascade correlation. Assume for the moment that a single output unit is required. The algorithms starts with zero hidden units and adds one at a time according to the residual error. The diagram on the right in Figure 16.1 shows the start configuration. The output unit is trained to minimize the quadratic error. Training stops when the error has leveled off. If the average quadratic error is still greater than the desired upper bound, we must add a hidden unit and retrain the network.


Fig. 16.1. The cascade correlation architecture

Denote the mean error of the network by $\bar{E}$ and the error for pattern $i=1,2, \ldots, p$, by $E_{i}$. A hidden unit is trained, isolated from the rest of the network, to maximize the absolute value of the correlation between $V_{i}-\bar{V}$ and $E_{i}-\bar{E}$, where $V_{i}$ denotes the unit's output for the $i$-th pattern and $\bar{V}$ its average output. The quantity to be maximized is therefore

$$
\begin{equation*}
S=\left|\sum_{i=1}^{p}\left(V_{i}-\hat{V}\right)\left(E_{i}-\hat{E}\right)\right| \tag{16.1}
\end{equation*}
$$

The motivation behind this step is to specialize the hidden unit to the detection of the residual error of the network. The backpropagation algorithm is applied as usual, taking care to deal with the sign of the argument of the absolute value operator. One way of avoiding taking absolute values at all, is to train a weight at the output of the hidden unit, so that it assumes the appropriate sign (see Exercise 1).

Once the hidden unit H1 has been trained, i.e., when the correlation level cannot be further improved, the unit is added to the network as shown in Figure 16.1 (left diagram). The weights of the hidden unit are frozen. The output unit receives information now from the input sites and from the hidden unit H1. All the weights of the output unit are retrained until the error levels off and we test if a new hidden unit is necessary. Any new hidden unit receives an input from the input sites and from all other previously defined hidden units. The algorithm continues adding hidden units until we are satisfied with the approximation error.

The advantage of the algorithm, regarding learning time, is that in every iteration a single layer of weights has to be trained. Basically, we only train one sigmoidal unit at a time. The final network has more structure than the usual flat feed-forward networks and, if training proceeds correctly, we will stop when the minimum number of necessary hidden units has been selected. To guarantee this, several hidden units can be trained at each step and the one with the highest correlation selected for inclusion in the network [98].

In the case of more than one output unit, the average of the correlation of all output units is maximized at each step. A summation over all output units is introduced in equation (16.1).

### 16.1.2 Optimal modules and mixtures of experts

Cascade correlation can be considered a special case of a more general strategy that consists in training special modules adapted for one task. As long as they produce continuous and differentiable functions, it is possible to use them in any backpropagation network. The learning algorithm is applied as usual, with the parameters of the modules frozen.

A related approach used in classifier networks is creating optimal independent two-class classifiers as building blocks for a larger network. Assume that we are trying to construct a network that can classify speech data as corresponding to one of 10 different phonemes. We can start training hidden units that learn to separate one phoneme from another. Since the number of different pairs of phonemes is 45 , we have to train 45 hidden units. Training proceeds rapidly, then the 45 units are put together in the hidden layer. The output units (which receive inputs from the hidden units and from the original data) can be trained one by one. As in cascade correlation, we do not need to train more than a single layer of weights at each step. Moreover, if a new category is introduced, for example a new phoneme, we just have to train new
hidden units for this new class and those already existing, add the new units to the hidden layer, and retrain the output layer.

Note that the classifiers constructed using this approach still satisfy the conditions necessary to potentially transform them into probability estimators. The proof of Proposition 13 is completely general: no requirements are put on the form of the classifier network other than enough plasticity.

A more general framework is the one proposed by Jacobs and Jordan with their mixture of experts approach [218]. Given a training set consisting of $p$ pairs $\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right) \ldots,\left(\mathbf{x}_{p}, \mathbf{y}_{p}\right)$, the complete network is built using several expert subnetworks. Each one of them receives the input $\mathbf{x}$ and generates the output y with probability

$$
P\left(\mathbf{y} \mid \mathbf{x}, \theta_{i}\right)
$$

where $\theta_{i}$ is the parameter vector of the $i$-th expert. The output of each expert subnetwork is weighted by a gating subnetwork which inspects the input $\mathbf{x}$ and produces for $m$ expert subnetworks the set of gating values $g_{1}, g_{2}, \ldots, g_{m}$. They represent the probability that each expert network is producing the correct result. The final probability of producing $\mathbf{y}$ is given by the product of each expert's evaluation and its corresponding gating weight $g_{i}$. The parameters of the combined model can be found by gradient descent or using an Expectation Maximization (EM) algorithm proposed by Jordan and Jacobs [227]. The mixtures of experts can be organized in different levels, like an optimal decision tree. The resulting architecture is called a Hierarchical Mixture of Experts (HME).

### 16.2 Hybrid networks

In this section we consider some of the more promising examples of combined networks, especially those which couple a self-organizing with a feed-forward layer.

### 16.2.1 The ART architectures

Grossberg has proposed several different hybrid models, which should come closer to the biological paradigm than pure feed-forward networks or standard associative memories. His best-known contribution is the family of ART architectures (Adaptive Resonance Theory). The ART networks classify a stochastic sequence of vectors in clusters. The dynamics of the network consists of a series of automatic steps that resemble learning in humans. Specially phenomena like one-shot learning can be recreated with this model.

Figure 16.2 shows the task to be solved by the network. The weight vectors $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}$ represent categories in input space. All vectors located inside the cone around each weight vector are considered members of a specific cluster. The weight vectors are associated with computing units in a network.

Each unit fires a 1 only for vectors located inside its associated cone of radius $r$. The value $r$ is inversely proportional to the "attention" parameter of the unit. If $r$ is small, the classification of input space is fine grained. A large $r$ produces a classification with low granularity, that is, with large clusters. The network is trained to find the weight vectors appropriate for a given data set.

Once the weight vectors have been found, the network computes whether new data can be classified in the existing clusters. If this is not the case (if, for example, a new vector is far away from any of the existing weight vectors) a new cluster is created, with a new associated weight vector. Figure 16.2 shows the weight vectors $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ with their associated cones of radius $r$. If the new vector $\mathbf{w}_{3}$ is presented to the network, it is not recognized and a new cluster is created, with this vector in the middle. The network preserves its plasticity, because it can always react to unknown inputs, and its stability, because already existing clusters are not washed out by new information. For the scheme to work, enough potential weight vectors, i.e., computing units, must be provided.


Fig. 16.2. Vector clusters and attention parameters

The ART-1 architecture was proposed by Grossberg to deal with binary vectors [168]. It was generalized, as ART-2, to real-valued vectors [81]. Later it was extended into the ART-3 model, whose dynamics is determined by differential equations similar to the ones involved in the description of chemical signals [82]. All three basic models have a similar block structure and the classification strategy is in principle the same. In what follows, we give only a simplified description of the ART-1 model. Some details have been omitted from the diagram to simplify the discussion.

Figure 16.3 shows the basic structure of ART-1. There are two basic layers of computing units. Layer $F_{2}$ contains elements which fire according to the "winner-takes-all" method. Only the element receiving the maximal scalar product of its weight vector and the input fires a 1 . In our example, the


Fig. 16.3. The ART-1 architecture
second element from the left in the $F_{2}$ layer has just produced the output 1 and the other units remain silent. All weight vectors of the units in the $F_{2}$ layer are equal at the beginning (all components set to 1 ) and differentiate gradually as learning progresses.

Layer $F_{1}$ receives binary input vectors from the input sites. The units here have all threshold 2. This means that the attention unit (left side of the diagram) can only be turned off by layer $F_{2}$. As soon as an input vector arrives it is passed to layer $F_{1}$ and from there to layer $F_{2}$. When a unit in layer $F_{2}$ has fired, the negative weight turns off the attention unit. Additionally, the winning unit in layer $F_{2}$ sends back a 1 through the connections between layer $F_{2}$ and $F_{1}$. Now each unit in layer $F_{1}$ becomes as input the corresponding component of the input vector $\mathbf{x}$ and of the weight vector $\mathbf{w}$. The $i$-th $F_{1}$ unit compares $x_{i}$ with $w_{i}$ and outputs the product $x_{i} w_{i}$. The reset unit receives this information and also the components of $\mathbf{x}$, weighted by $\rho$, the attention parameter, so that it own computation is

$$
\rho \sum_{i=1}^{n} x_{i}-\mathbf{x} \cdot \mathbf{w} \geq 0
$$

This corresponds to the test

$$
\frac{\mathbf{x} \cdot \mathbf{W}}{\sum_{i=1}^{n} x_{i}} \leq \rho
$$

The reset unit fires only if the input lies outside the attention cone of the winning unit. A reset signal is sent to layer $F_{2}$, but only the winning unit is inhibited. This in turn activates again the attention unit and a new round of computation begins.

As we can see there is resonance in the network only if the input lies close enough to a weight vector $\mathbf{w}$. The weight vectors in layer $F_{2}$ are initialized with all components equal to 1 and $\rho$ is selected to satisfy $0<\rho<1$. This guarantees that eventually an unused vector will be recruited to represent a new cluster. The selected weight vector $\mathbf{w}$ is updated by pulling it in the direction of $\mathbf{x}$. This is done in ART-1 by turning off all components in $\mathbf{w}$ which are zeroes in $\mathbf{x}$. In ART-2 the update step corresponds to a rotation of $\mathbf{w}$ in the direction of $\mathbf{x}$.

The purpose of the reset signal is to inhibit all units that do not resonate with the input. A unit in layer $F_{2}$, which is still unused, can be selected for the new cluster containing $\mathbf{x}$. In this way, a single presentation of an example sufficiently different from previous data, can lead to a new cluster. Modifying the value of the attention parameter $\rho$ we can control how many clusters are used and how wide they are.

In this description we have assumed that the layer $F_{2}$ can effectively compute the angular distance between $\mathbf{x}$ and $\mathbf{w}$. This requires a normalization of $\mathbf{w}$, which can be made in substructures of layers $F_{1}$ or $F_{2}$, like for example a so-called Grossberg layer [168, 169].

The dynamics of the ART-2 and ART-3 models is governed by differential equations. Computer simulations consume too much time. Consequently, implementations using analog hardware or a combination of optical and electronic elements are more suited to this kind of model [462].

### 16.2.2 Maximum entropy

The strategy used by the ART models is only one of the many approaches that have been proposed in the literature for the clustering problem. It has the drawback that it tries to build clusters of the same size, independently of the distribution of the data. A better solution would be to allow the clusters to have varying radius (attention parameters in Grossberg terminology). A popular approach in this direction is the maximum entropy method.

The entropy $H$ of a data set of $N$ points assigned to $k$ different clusters $c_{1}, c_{2}, \ldots, c_{k}$ is given by

$$
H=-\sum_{i=1}^{k} p\left(c_{i}\right) \log \left(p\left(c_{i}\right)\right)
$$

where $p\left(c_{i}\right)$ denotes the probability of hitting the $i$-th cluster, when an element of the data set is picked at random. If all data is assigned to one cluster, then $H=0$. Since the probabilities add up to 1 , the clustering that maximizes the entropy is the one for which all cluster probabilities are identical. This means that the clusters will tend to cover the same number of points.

A problem arises whenever the number of elements of each class is different in the data set. Consider the case of unlabeled speech data: some phonemes are more frequent than others and if a maximum entropy method is used,
the boundaries between clusters will deviate from the natural solution and classify some data erroneously. Figure 16.4 illustrates this problem with a simple example of three clusters. The natural solution seems obvious; the maximum entropy partition is the one shown.


Fig. 16.4. Maximum entropy clustering

This problem can be solved using a bootstrapped iterative algorithm, consisting of the following steps:

## Algorithm 16.2.1 Bootstrapped clustering

cluster: Compute a maximum entropy clustering with the training data. Label the original data according to this clustering.
select: Build a new training set by selecting from each class the same number of points (random selection with replacement). Go to the previous step.

The training set for the first iteration is the original data set. Using this algorithm, the boundaries between clusters are adjusted irrespective of the number of members of each actual cluster and a more natural solution is found.

### 16.2.3 Counterpropagation networks

Our second example of a hybrid model is that of counterpropagation networks, first proposed by Hecht-Nielsen [183]. In a certain sense, they are an extension of Kohonen's approach. The original counterpropagation networks were designed to approximate a continuous mapping $f$ and its inverse $f^{-1}$ using two symmetric sections. We describe the essential elements needed to learn an approximation of the mapping $f$.

Figure 16.5 shows the architecture of a counterpropagation network. The input consists of an $n$-dimensional vector which is fed to a a hidden layer consisting of $h$ cluster vectors. The output layer consists of a single linear associator (when learning a mapping $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ ). The weights between hidden layer and output unit are adjusted using supervised learning.


Fig. 16.5. Simplified counterpropagation network

The network learns in two different phases. Firstly, the hidden layer is trained using stochastically selected vectors from input space. The hidden layer produces a clustering of input space that corresponds to an $n$ dimensional Voronoi tiling (as shown in Figure 16.6). After this step, each element of the hidden layer has specialized to react to a certain region of input space. Note that the training strategy can be any of the known vector quantization methods and that the hidden layer can be arranged in a grid (Kohonen layer) or can consist of isolated elements. The output of the hidden layer can be controlled in such a way that only the element with the highest activation fires. The hidden layer is, in fact, a classification network.


Fig. 16.6. Function approximation with a counterpropagation network

Function approximation can be implemented by assigning a value to each weight $z_{1}, z_{2}, \ldots, z_{m}$ in the network of Figure 16.5. This corresponds to fixing the value of the approximation for each cluster region, as shown in Figure 16.6. The polygon with height $z_{i}$ in the diagram corresponds to the function approximation selected for this region. The second training step is the supervised adjustment of the $z_{i}$ values. If hidden unit $i$ fires when input vector $\mathbf{x}$ is presented, the quadratic error of the approximation is

$$
E=\frac{1}{2}\left(z_{i}-f(\mathbf{x})\right)^{2}
$$

Straightforward gradient descent on this cost function provides the necessary weight update

$$
\Delta z_{i}=-\frac{d E}{d z_{i}}=\gamma\left(f(\mathbf{x})-z_{i}\right)
$$

where $\gamma$ is a learning constant. After several iterations of supervised learning we expect to find a good approximation of the function $f$. Training of the hidden and the output layer can be intermixed, or can be made in sequence. The counterpropagation network can be trivially extended to the case of several output units.

### 16.2.4 Spline networks

The function approximation provided by a network with a clustering layer can be improved by computing a local linear approximation to the objective function. Figure 16.7 shows a network which has been extended with a hidden layer of linear associators. Each cluster unit is used to activate or inhibit one of the linear associators, which are connected to all input sites.


Fig. 16.7. Extended counterpropagation network

The clustering elements in the hidden layer are trained exactly as before. Figure 16.8 shows the final Voronoi tiling of input space. Now, the linear asso-
ciators in the hidden layer are trained using the backpropagation algorithm. For each selected input, exclusively one of the clustering units activates one associator. Only the corresponding weights are trained. The net effect is that the network constructs a set of linear approximations to the objective function that are locally valid.


Fig. 16.8. Function approximation with linear associators

Figure 16.8 shows that the constructed approximation consists now of differently oriented polygons. The new surface has a smaller quadratic error than the approximation with horizontal tiles. The functional approximation can be made more accurate just by adding new units to the hidden layer, refining the Voronoi tiling in this way. The network can be trivially extended to the case of more than one output unit.

Ritter has recently proposed to use splines as construction elements for the function approximation. This is a generalization of the above approach, which seems to require many fewer hidden units in the case of well-behaved functions. Such spline networks have been applied to different pattern recognition problems and in robotics [439].

A problem that has to be addressed when combining a self-organized hidden layer with a conventional output layer, is the interaction between the two types of structures. Figure 16.9 shows an example in which the function to be learned is much more variable in one region than another. If input space is sampled homogeneously, the mean error at the center of the domain will be much larger than at the periphery, where the function is smoother.

The general solution is sampling input space according to the variability of the function, that is, according to its gradient. In this case the grid defined by, for example, a two-dimensional Kohonen network is denser at the center than


Fig. 16.9. A function and its associated differential tiling of input space
at the periphery (Figure 16.9), right). However, since only one set of training pairs is given, heuristic methods have to be applied to solve this difficulty (see Exercise 4).

### 16.2.5 Radial basis functions

A variant of hybrid networks with a Kohonen or clustering layer consists in using Gaussians as activation function of the units. The hidden layer is trained in the usual manner, but the input is processed differently at each hidden unit. All of them produce an output value which is combined by the linear associator at the output. It is desirable that the unit whose weight vector lies closer to the input vector fires more strongly than the other hidden units.

Moody and Darken [318] propose the architecture shown in Figure 16.10. Each hidden unit $j$ computes as output

$$
g_{j}(x)=\frac{\exp \left(\left(\mathbf{x}-\mathbf{w}_{j}\right)^{2} / 2 \sigma_{j}^{2}\right)}{\sum_{k} \exp \left(\left(\mathbf{x}-\mathbf{w}_{k}\right)^{2} / 2 \sigma_{k}^{2}\right)}
$$

where $\mathbf{x}$ is the input vector and $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}$ are the weight vectors of the hidden units. The constants $\sigma_{i}$ are selected in an ad hoc way and can be set to the distance between the weight vector $\mathbf{w}_{i}$ and its nearest neighbor.

Note that the output of each hidden unit is normalized by dividing it with the sum of all other hidden outputs. This explains the horizontal connections between units shown in Figure 16.10. The output of the hidden layer consists therefore of normalized numbers.

The weights $z_{1}, z_{2}, \ldots, z_{m}$ are determined using backpropagation. The quadratic error is given by

$$
E=\frac{1}{2}\left(\sum_{i}^{n} g_{i}(\mathbf{x}) z_{i}-f(\mathbf{x})\right)^{2} .
$$



Fig. 16.10. Hybrid network with RBFs

The necessary weight updates are therefore given by

$$
\Delta z_{i}=-\frac{d E}{d z_{i}}=\gamma g_{i}(\mathbf{x})\left(f(\mathbf{x})-\sum_{i}^{n} g_{i}(\mathbf{x}) z_{i}\right)
$$

The mixture of Gaussians provides a continuous approximation of the objective function and makes unnecessary the computation of the maximum excitation in the hidden layer. Figure 16.11 shows an example of a function approximation with four Gaussians. The error can be minimized using more hidden units.


Fig. 16.11. Function approximation with RBFs

The main difference between networks made of radial basis functions and networks of sigmoidal units is that the former use locally concentrated functions as building blocks whereas the latter use smooth steps. If the function to be approximated is in fact a Gaussian, we need to arrange several sigmoidal
steps in order to delimit the region of interest. But if the function to be approximated is a smooth step, we need many Gaussians to cover the region of interest. Which kind of activation function is more appropriate therefore depends on the concrete problem at hand.

### 16.3 Historical and bibliographical remarks

To the extent that neural network research has been approaching maturity, more sophisticated methods have been introduced to deal with complex learning tasks. Modular neural networks were used from the beginning, for example in the classic experiments of Rosenblatt. However, the probabilistic and algorithmic machinery needed to handle more structured networks has been produced only in the last few years.

The original motivation behind the family of ART models [168] was investigating phenomena like short-term and long-term memory. ART networks have grown in complexity and combine several layers or submodules with different functions. They can be considered among the first examples of the modular approach to neural network design.

Feldman et al. have called the search for algorithmic systems provided with the "speed, robustness and adaptability typically found in biology" the "grand challenge" of neural network research [137]. The path to its solution lies in the development of structured connectionist architectures. Biology provides here many sucessful examples of what can be achieved when modules are first found and then combined in more complex systems.

Ultimately, the kind of combined systems we would like to build are those in which symbolic rules are implemented and supported by a connectionist model [135, 136]. There have been several attempts to build connectionist experts systems [151] and also connectionist reasoning systems [400]. A modern example of a massively parallel knowledge based reasoning system is SHRUTI, a system proposed by Shastri, and which has been implemented in parallel hardware [289].

## Exercises

1. Show how to eliminate the absolute value operation from equation (16.1) in the cascade correlation algorithm, so that backpropagation can be applied as usual.
2. Compare the cascade correlation algorithm with standard backpropagation. Use some small problems as benchmarks (parity, decoder-encoder, etc.).
3. Construct a counterpropagation network that maps the surface of a sphere onto the surface of a torus (represented by a rectangle). Select the most
appropriate coordinates. How must you train the network so that angles are preserved? This is the Mercator projection used for navigation.
4. Propose a method to increase sampling in those regions of input space in which the training set is more variable, in order to make a counterpropagation network more accurate.


## Genetic Algorithms

### 17.1 Coding and operators

Learning in neural networks is an optimization process by which the error function of a network is minimized. Any suitable numerical method can be used for the optimization. Therefore it is worth having a closer look at the efficiency and reliability of different strategies. In the last few years genetic algorithms have attracted considerable attention because they represent a new method of stochastic optimization with some interesting properties [163, 305]. With this class of algorithms an evolution process is simulated in the computer, in the course of which the parameters that produce a minimum or maximum of a function are determined. In this chapter we take a closer look at this technique and explore its applicability to the field of neural networks.

### 17.1.1 Optimization problems

Genetic algorithms evaluate the target function to be optimized at some randomly selected points of the definition domain. Taking this information into account, a new set of points (a new population) is generated. Gradually the points in the population approach local maxima and minima of the function. Figure 17.1 shows how a population of points encloses a local maximum of the target function after some iterations. Genetic algorithms can be used when no information is available about the gradient of the function at the evaluated points. The function itself does not need to be continuous or differentiable. Genetic algorithms can still achieve good results even in cases in which the function has several local minima or maxima.

These properties of genetic algorithms have their price: unlike traditional random search, the function is not examined at a single place, constructing a possible path to the local maximum or minimum, but many different places are considered simultaneously. The function must be calculated for all elements of the population. The creation of new populations also requires additional calculations. In this way the optimum of the function is sought in
several directions simultaneously and many paths to the optimum are processed in parallel. The calculations required for this feat are obviously much more extensive than for a simple random search.

However, compared to other stochastic methods genetic algorithms have the advantage that they can be parallelized with little effort. Since the calculations of the function on all points of a population are independent from each other, they can be carried out in several processors [164]. Genetic algorithms are thus inherently parallel. A clear improvement in performance can be achieved with them in comparison to other non-parallelizable optimization methods.

Fig. 17.1. A population of points encircles the global maximum after some generations.

Compared to purely local methods (e.g., gradient descent) genetic algorithms have the advantage that they do not necessarily remain trapped in a suboptimal local maximum or minimum of the target function. Since information from many different regions is used, a genetic algorithm can move away from a local maximum or minimum if the population finds better function values in other areas of the definition domain.

In this chapter we show how evolutionary methods are used in the search for minima of the error function of neural networks. Such error functions have special properties which make their optimization difficult. We will discuss the extent to which genetic algorithms can overcome these difficulties.

Even without this practical motivation the analysis of genetic algorithms is important, because in the course of evolution the networking pattern of biological neural networks has been created and improved. Through an evolutionary organization process nerve systems were continuously modified until they attained an enormous complexity. Therefore, by studying artificial neural networks and their relationship with genetic algorithms we can gain further valuable insights for understanding biological systems.

### 17.1.2 Methods of stochastic optimization

Let us look at the problem of the minimization of a real function $f$ of the $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$. If the function is differentiable the minima can often be found by direct analytical methods. If no analytical expression for $f$ is known or if $f$ is not differentiable, the function can be optimized with stochastic methods. The following are some well-known techniques:

## Random search

The simplest form of random optimization is stochastic search. A starting point $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is randomly generated and $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is computed. Then a direction is sought in which the value of the function decreases. To do this a vector $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)$ is randomly generated and $f$ is computed at $\left(x_{1}+\delta_{1}, \ldots, x_{n}+\delta_{n}\right)$. If the value of the function at this point is lower than at $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ then $\left(x_{1}+\delta_{1}, \ldots, x_{n}+\delta_{n}\right)$ is taken as the new search point and the algorithm is started again. If the new function value is greater, a new direction is generated. The algorithm runs (within a predetermined maximum number of attempts) until no further decreasing direction of function values can be found.

The algorithm can be further improved by making the length of the direction vector $\boldsymbol{\delta}$ decrease in time. Thus the minimum of the function is approximated by increasingly smaller steps.

Fig. 17.2. A local minimum traps the search process

The disadvantage of simple stochastic search is that a local minimum of the function can steer the search in the wrong direction (Figure 17.2). However, this can be partially compensated by carrying out several independent searches.

## Metropolis algorithm

Stochastic search can be improved using a technique proposed by Metropolis. ([304]). If a new search direction $\left(\delta_{1}, \ldots, \delta_{n}\right)$ guarantees that the function value decreases, it is used to update the search position. If the function in this direction increases, it is still used with the probability $p$ where

$$
p=\frac{1}{1+\exp \left[\frac{1}{\alpha}\left(f\left(x_{1}+\delta_{1}, \ldots, x_{n}+\delta_{n}\right)-f\left(x_{1}, \ldots, x_{n}\right)\right)\right]}
$$

The constant $\alpha$ approaches zero gradually. This means that the probability $p$ tends towards zero if the function $f$ increases in the direction $\left(\delta_{1}, \ldots, \delta_{n}\right)$. In the final iterations of the algorithm only those directions in which the function values decrease are actually taken.

This strategy can prevent the iteration process from remaining trapped in suboptimal minima of the function $f$. With probability $p>0$ an iteration can take an ascending direction and possibly overcome a local minimum.

## Bit-based descent methods

If the problem can be recoded so that the function $f$ is calculated with the help of a binary string (a sequence of binary symbols), then bit-based stochastic methods can be used. For example, let $f$ be the one-dimensional function $x \mapsto(1-x)^{2}$. The positive real value $x$ can be coded in a computer as a binary number. The fixed-point coding of $x$ in eight bits

$$
x=b_{7} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}
$$

can be interpreted as follows: the first three bits $b_{7}, b_{6}$ and $b_{5}$ code that part of the value of $x$ which is in front of the decimal point in the binary code. The five bits $b_{4}$ to $b_{0}$ code the portion of the value of $x$ after the point. Thus only numbers whose absolute value is less than 8 are coded. An additional bit can be used for the sign.

With this recoding $f$ is a real function over all binary strings with length eight. The following algorithm can be used: a randomly chosen initial string $b_{7} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}$ is generated. The function $f$ is then computed for $x=b_{7} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}$. A bit of the string is selected at random and flipped. Let the new string be, for example, $x^{\prime}=b_{7}^{\prime} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}$. The function $f$ is computed at this new point. If the value of the function is lower than before, the new string is accepted as the current string and the algorithm is started again. The algorithm runs until no bit flip improves the value of the function [103].

Strictly speaking this algorithm is only a special instance of stochastic search. The only difference is that the directions which can be generated are now fixed from the beginning. There are only eight possibilities which correspond to the eight bits of the fixed-point representation. The precision of
the approximation is also fixed from the beginning because with 8-bit fixedpoint coding only a certain maximum precision can be achieved. The search space of the optimization method and the possible search direction are thus discretized.

The method can be generalized for $n$-dimensional functions by recoding the real values $x_{1}, x_{2}, \ldots, x_{n}$ in $n$ binary strings which are then appended to form a single string, which is processed by the algorithm. The Metropolis strategy can also be used in bit-based methods.

Bit-based optimization techniques are already very close to genetic algorithms; these naive search methods work effectively in many cases and can even outdo elaborate genetic algorithms [103]. If the function to be optimized is not too complex, they reach the optimal minimum with substantially fewer iteration steps than the more intricate algorithms.

### 17.1.3 Genetic coding

Genetic algorithms are stochastic search methods managing a population of simultaneous search positions. A conventional genetic algorithm consists of three essential elements:

- a coding of the optimization problem
- a mutation operator
- a set of information-exchange operators

The coding of the optimization problem produces the required discretization of the variable values (for optimization of real functions) and makes their simple management in a population of search points possible. Normally the maximum number of search points, i.e., the population size, is fixed at the beginning.

The mutation operator determines the probability with which the data structures are modified. This can occur spontaneously (as in stochastic search) or only when the strings are combined to generate a new population of search points. In binary strings a mutation corresponds to a bit flip.


Fig. 17.3. An example of crossover

The information exchange operators control the recombination of the search points in order to generate a new, better population of points at each iteration step. Before recombining, the function to be optimized must be evaluated for all data structures in the population. The search points are then sorted in the order of their function value, i.e., in the order of their so-called fitness. In a minimization problem the points which are placed at the beginning of the list are those for which the function value is lowest. Those points for which the function to be minimized has the greatest function value are placed at the end of the list. Following this sorting operation the points are reproduced in such a way that the data structures at the beginning of the list are selected with a higher probability than the ones at the end of the list. A typical reproduction operator is crossover. Two strings $A$ and $B$ are selected as "parents" and a cut-off position for both is selected at random. The new string is formed so that the left side comes from one parent and the right side from the other. This produces an interchange of the information stored in each parent string. The whole process is reminiscent of genetic exchange in living organisms. A favorable interchange can produce a string closer to the minimum of the target function than each parent string by itself. We expect the collective fitness of the population to increase in time. The algorithm can be stopped when the fitness of the best string in the population no longer changes.

For a more precise illustration of genetic algorithms we will now consider the problem of string coding.

Optimization problems whose variables can be coded in a string are suitable for genetic algorithms. To this end an alphabet for the coding of the information must be agreed upon. Consider, for example, the following problem: a keyboard is to be optimized by distributing the 26 letters A to Z over 26 positions. The learning time of various selected candidates is to be minimized. This problem could only be solved by a multitude of experiments. A suitable coding would be a string with 26 symbols, each of which can be one of the 26 letters (without repeats). So the alphabet of the coding consists of 26 symbols, and the search space of the problem contains $26!$ different combinations. For Asian languages the search space is even greater and the problem correspondingly more difficult [162].

A binary coding of the optimization problem is ideal because in this way the mutation and information exchange operators are simple to implement. With neural networks, in which the parameters to be optimized are usually real numbers, the definition of an adequate coding is an important problem. There are two alternatives: floating-point or fixed-point coding. Both possibilities can be used, whereby fixed-point coding allows more gradual mutations than floating-point coding [221]. With the latter the change of a single bit in the exponent of the number can cause a dramatic jump. Fixed-point coding is usually sufficient for dealing with the parameters of neural networks (see Sect. 8.2.3).

### 17.1.4 Information exchange with genetic operators

Genetic operators determine the way new strings are generated out of existing ones. The mutation operator is the simplest to describe. A new string can be generated by copying an old string position by position. However, during copying each symbol in the string can be modified with a certain probability, the mutation rate. The new string is then not a perfect copy and can be used as a new starting point for a search operation in the definition domain of the function to be optimized.

The crossover operator was described in the last section. With this operator portions of the information contained in two strings can be combined. However an important question for crossover is at which exact places we are allowed to partition the strings.

Both types of operator can be visualized in the case of function optimization. Assume that the function $x \mapsto x^{2}$ is to be optimized in the interval $[0,1]$. The values of the variable $x$ can be encoded with the binary fixed-point coding $x=0 . b_{9} b_{8} b_{7} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}$. Thus there are 1024 different values of $x$ and only one of them optimizes the proposed quadratic function. The code used discretizes the definition space of the function. The minimum distance between consecutive values of $x$ is $2^{-10}$.

A mutation of the $i$-th bit of the string $0 . b_{9} b_{8} b_{7} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}$ produces a change of $x$ of $\delta=2^{-i}$. Thus a new point $x+\delta$ is generated. In this case the mutation corresponds to a stochastic search operation with variable step length.

When the number $x=0 . b_{9} b_{8} b_{7} b_{6} b_{5} b_{4} b_{3} b_{2} b_{1} b_{0}$ is recombined with the number $y=0 . a_{9} a_{8} a_{7} a_{6} a_{5} a_{4} a_{3} a_{2} a_{1} a_{0}$, a cut-off position $i$ is selected at random. The new string, which belongs to the number $z$, is then:

$$
z=0 . b_{9} b_{8} \cdots b_{i} a_{i-1} \cdots a_{0}
$$

The new point $z$ can also be written as $z=x+\delta$, where $\delta$ is dependent on the bit sequences of $x$ and $y$. Crossover can therefore be interpreted as a further variation of stochastic search. But note that in this extremely simplified example any gradient descent method is much more efficient than a genetic algorithm.

### 17.2 Properties of genetic algorithms

Genetic algorithms have made a real impact on all those problems in which there is not enough information to build a differentiable function or where the problem has such a complex structure that the interplay of different parameters in the final cost function cannot be expressed analytically.

### 17.2.1 Convergence analysis

The advantages of genetic algorithms first become apparent when a population of strings is observed. Let $f$ be the function $x \mapsto x^{2}$ which is to be maximized, as before, in the interval $[0,1]$. A population of $N$ numbers in the interval $[0,1]$ is generated in 10-bit fixed-point coding. The function $f$ is evaluated for each of the numbers $x_{1}, x_{2}, \ldots, x_{N}$, and the strings are then listed in descending order of their function values. Two strings from this list are always selected to generate a new member of a new population, whereby the probability of selection decreases monotonically in accordance with the ascending position in the sorted list.

The computed list contains $N$ strings which, for a sufficiently large $N$, should look like this:

$$
\begin{array}{ll}
1 & 0.1 * * * * * * * * * * * \\
1 & 0.1 * * * * * * * * * * \\
\vdots & \vdots \\
1 & 0.0 * * * * * * * * * * *
\end{array}
$$

The first positions in the list are occupied by strings in which the first bit after the point is a 1 (i.e., the corresponding numbers lie in the interval $[0.5,1]$ ). The last positions are occupied by strings in which the first bit after the decimal point is a 0 . The asterisk stands for any bit value from 0 to 1 , and the zero in front of the point does not need to be coded in the strings. The upper strings are more likely to be selected for a recombination, so that the offspring is more likely to contain a 1 in the first bit than a 0 . The new population is evaluated and a new fitness list is drawn up. On the other hand, strings with a 0 in the first bit are placed at the end of the list and are less likely to be selected than the strings which begin with a 1. After several generations no more strings with a 0 in the first bit after the decimal point are contained in the population.

The same process is repeated for the strings with a zero in the second bit. They are also pushed towards extinction. Gradually the whole population converges to the optimal string 0.1111111111 (when no mutation is present).

With this quadratic function the search operation is carried out within a very well-ordered framework. New points are defined at each crossover, but steps in the direction $x=1$ are more likely than steps in the opposite direction. The step length is also reduced in each reproduction step in which the 0 bits are eliminated from a position. When, for example, the whole population only consists of strings with ones in the first nine positions, then the maximum step length can only be $2^{-10}$.

The whole process strongly resembles simulated annealing. There, stochastic jumps are also generated, whereby transitions in the maximization direction are more probable. In time the temperature constant decreases to zero, so that the jumps become increasingly smaller until the system freezes at a local maximum.

John Holland [195] suggested the notion of schemata for the convergence analysis of genetic algorithms. Schemata are bit patterns which function as representatives of a set of binary strings. We already used such bit patterns in the example above: the bit patterns can contain each of the three symbols 0,1 or $*$. The schema $* * 00 * *$, for example, is a representative of all strings of length 6 with two zeros in the central positions, such as: 100000, 110011, 010010, etc.

During the course of a genetic algorithm the best bit patterns are gradually selected, i.e., those patterns which minimize/maximize the value of the function to be optimized. Normal genetic algorithms consist of a finite repetition of the three steps:

1. selection of the parent strings,
2. recombination,
3. mutation.

This raises the question: how likely is it that the better bit patterns survive from one generation of a genetic algorithm to another? This depends on the probability with which they are selected for the generation of new child strings and with which they survive the recombination and mutation steps. We now want to calculate this probability.

In the algorithm to be analyzed, the population consists of a set of $N$ binary strings of length $\ell$ at time $t$. A string of length $\ell$ which contains one of the three symbols 0,1 , or $\square$ in each position is a bit pattern or schema. The symbol $\square$ represents a 0 or a 1 . The number of strings in the population in generation $t$ which contain the bit pattern $H$ is called $o(H, t)$. The diameter of a bit pattern is defined as the length of the pattern's shortest substring that still contains all fixed bits in the pattern. For example, the bit pattern $* * 1 * 1 * *$ has diameter three because the shortest fragment that contains both constant bits is the substring $1 * 1$ and its length is three. The diameter of a bit pattern $H$ is called $d(H)$, with $d(H) \geq 1$. It is important to understand that a schema is of the same length as the strings that compose the population.

Let us assume that $f$ has to be maximized. The function $f$ is defined over all binary strings of length $\ell$ and is called the fitness of the strings. Two parent strings from the current population are always selected for the creation of a new string. The probability that a parent string $H_{j}$ will be selected from $N$ strings $H_{1}, H_{2}, \ldots, H_{N}$ is

$$
p\left(H_{j}\right)=\frac{f\left(H_{j}\right)}{\sum_{i=1}^{N} f\left(H_{i}\right)}
$$

This means that strings with greater fitness are more likely to be selected than strings with lesser fitness. Let $f_{\mu}$ be the average fitness of all strings in the population, i.e.,

$$
f_{\mu}=\frac{1}{N} \sum_{i=1}^{N} f\left(H_{i}\right)
$$

The probability $p\left(H_{j}\right)$ can be rewritten as

$$
p\left(H_{j}\right)=\frac{f\left(H_{j}\right)}{N f_{\mu}}
$$

The probability that a schema $H$ will be passed on to a child string can be calculated in the following three steps:

## i) Selection

Selection with replacement is used, i.e., the whole population is the basis for each individual parent selection. It can occur that the same string is selected twice. The probability $P$ that a string is selected which contains the bit pattern $H$ is:

$$
P=\frac{f\left(H_{1}\right)}{N f_{\mu}}+\frac{f\left(H_{2}\right)}{N f_{\mu}}+\cdots+\frac{f\left(H_{k}\right)}{N f_{\mu}}
$$

where $H_{1}, H 2, \ldots, H k$ represent all strings of the generation which contain the bit pattern $H$. If there are no such strings, then $P$ is zero.

The fitness $f(H)$ of the bit pattern $H$ in the generation $t$ is defined as

$$
f(H)=\frac{f\left(H_{1}\right)+f\left(H_{2}\right)+\cdots+f\left(H_{k}\right)}{o(H, t)}
$$

Thus $P$ can be rewritten as

$$
P=\frac{o(H, t) f(H)}{N f_{\mu}}
$$

The probability $P_{A}$ that two strings which contain pattern $H$ are selected as parent strings is given by

$$
P_{A}=\left(\frac{o(H, t) f(H)}{N f_{\mu}}\right)^{2}
$$

The probability $P_{B}$ that from two selected strings only one contains the pattern $H$ is:

$$
P_{B}=2 \frac{o(H, t) f(H)}{N f_{\mu}}\left(1-\frac{o(H, t) f(H)}{N f_{\mu}}\right)
$$

## ii) Recombination

For the recombination of two strings a cut-off point is selected between the positions 1 and $\ell-1$ and then a crossover is carried out. The probability $W$ that a schema $H$ is transmitted to the new string depends on two cases. If both parent strings contain $H$, then they pass on this substring to the new string. If only one of the strings contains $H$, then the schema is inherited at
most half of the time. The substring $H$ can also be destroyed with probability $(d(H)-1) /(\ell-1)$ during crossover. This means that

$$
W \geq\left(\frac{o(H, t) f(H)}{N f_{\mu}}\right)^{2}+\frac{2}{2} \frac{o(H, t) f(H)}{N f_{\mu}}\left(1-\frac{o(H, t) f(H)}{N f_{\mu}}\right)\left(1-\frac{d(H)-1}{\ell-1}\right)
$$

The probability $W$ is greater than or equal to the term on the right in the above inequality, because in some favorable cases the bit string is not destroyed by crossover (one parent string contains $H$ and the other parent part of $H$ ). To simplify the discussion we will not examine all these possibilities. The inequality for $W$ can be further simplified to

$$
W \geq \frac{o(H, t) f(H)}{N f_{\mu}}\left(1-\frac{d(H)-1}{\ell-1}\left(1-\frac{o(H, t) f(H)}{N f_{\mu}}\right)\right) .
$$

## iii) Mutation

When two strings are recombined, the information contained in them is copied bit by bit to the child string. A mutation can produce a bit flip with the probability $p$. This means that a schema $H$ with $b(H)$ fixed bits will be preserved after copying with probability $(1-p)^{b(H)}$. If a mutation occurs the probability $W$ of the schema $H$ being passed on to a child string changes according to $W^{\prime}$, where

$$
W^{\prime} \geq \frac{o(H, t) f(H)}{N f_{\mu}}\left(1-\frac{d(H)-1}{\ell-1}\left(1-\frac{o(H, t) f(H)}{N f_{\mu}}\right)\right)(1-p)^{b(H)}
$$

If in each generation $N$ new strings are produced, the expected value of the number of strings which contain $H$ in the generation $t+1$ is $N W^{\prime}$, that is
$\langle o(H, t+1)\rangle \geq \frac{o(H, t) f(H)}{f_{\mu}}\left(1-\frac{d(H)-1}{\ell-1}\left(1-\frac{0(H, t) f(H)}{N f_{\mu}}\right)\right)(1-p)^{b(H)}$.
Equation (17.1) or slight variants thereof are known in the literature by the name "schema theorem" [195, 163]. This result is interpreted as stating that in the long run the best bit patterns will diffuse to the whole population.

### 17.2.2 Deceptive problems

The schema theorem has to be taken with a grain of salt. There are some functions in which finding the optimal bit patterns can be extremely difficult for a genetic algorithm. This happens in many cases when the optimal bits in the selected coding exhibit some kind of correlation. Consider the following function of $n$ variables,

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mapsto \frac{x_{1}^{2}+\cdots+x_{n}^{2}}{x_{1}^{2}+\varepsilon}+\cdots+\frac{x_{1}^{2}+\cdots+x_{n}^{2}}{x_{n}^{2}+\varepsilon}
$$

where $\varepsilon$ is a small positive constant. The minimum of this function is located at the origin and any gradient descent method would find it immediately. However if the $n$ parameters are coded in a single string using 10 bits, any time one of these parameters approaches the value zero, the value of the function increases. It is not possible to approach the origin following the direction of the axes. This means that only correlated mutations of the $n$ parameters are favorable, so that the origin is reached through the diagonal valleys of the fitness function. The probability of such coordinated mutations is very small when the number of parameters $n$ and the number of bits used to code each parameter increases. Figure 17.4 shows the shape of the two-dimensional version of this problematic function.


Fig. 17.4. A deceptive function

Functions which "hide" the optimum from genetic algorithms have been called deceptive functions by Goldberg and other authors. They mislead the GA into pursuing false leads to the optimum, which in many cases is only reached by pure luck.

There has been much research over the last few years on classifying the kinds of function which should be easy for a genetic algorithm to optimize and those which should be hard to deal with. Holland and Mitchell defined socalled "royal road" functions [314], which are defined in such a way that several parameters $x_{1}, x_{2}, \ldots, x_{n}$ are coded contiguously and the fitness function $f$ is just a sum of $n$ functions of each parameter, that is,

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+\cdots+f_{n}\left(x_{n}\right)
$$

When these functions are optimized, genetic algorithms rapidly find the necessary values for each parameter. Mutation and crossover are both beneficial. However, mere addition of a further function $f^{\prime}$ of the variables $x_{1}$ and $x_{2}$ can slow down convergence [141]. This happens because the additional term tends to select contiguous combinations of $x_{1}$ and $x_{2}$. If the contribution from
$f^{\prime}\left(x_{1}, x_{2}\right)$ to the fitness function is more important than the contribution from $f_{3}\left(x_{3}\right)$, some garbage bits at the coding positions for $x_{3}$ can become attached to the strings with the optimum values for $x_{1}$ and $x_{2}$. They then get a "free ride" and become selected more often. That is why they are called hitch-hiking bits [142].

Some authors have argued in favor of the building block hypothesis to explain why GAs do well in some circumstances. According to this hypothesis a GA finds building blocks which are then combined through the generations in order to reach the optimal solution. But the phenomena we just pointed out, and the correlations between the optimization parameters, sometimes preclude altogether the formation of these building blocks. The hypothesis has received some strong criticism in recent years [166, 141].

### 17.2.3 Genetic drift

Equation (17.1) giving the expected number of strings which inherit a schema $H$ shows the following: schemata with above average fitness and small diameter will be selected more often, so that we expect them to diffuse to the population at large. The equation also shows that when the mutation rate is too high $(p \approx 1)$ schemata are destroyed. The objective of having mutations is to bring variability into the population and extend it over the whole definition domain of the fitness function. New unexplored regions can be tested. This tendency to explore can be controlled by regulating the magnitude of the mutation rate. So-called metagenetic algorithms encode the mutation rate or the length of stochastic changes to the points in the population in the individual bit strings associated with each point. In this way the optimal mutation rate can be sought simultaneously with the optimum of the fitness function to accelerate the convergence speed.


Fig. 17.5. Genetic drift in a population after 1000 and 3000 generations

Equation (17.1) also shows that when a schema $H$ is overrepresented in a population, it can diffuse even when its fitness $f(H)$ is not different from the average fitness $f_{\mu}$. In this case

$$
\left(1-\frac{d(H)-1}{\ell-1}\left(1-\frac{o(H, t) f(H)}{N f_{\mu}}\right)\right)=\left(1-\frac{d(H)-1}{\ell-1}\left(1-\frac{o(H, t)}{N}\right)\right) .
$$

Schemata with a large factor $o(H, t) / N$ will be less disturbed by crossover. The algorithm then converges to the schema $H$ without any good reason other than the fact that the schema is already over-represented in the population. In biology this is called genetic drift because it represents a random walk in search space. Figure 17.5 shows the result of an experiment in which a population of two-dimensional points was randomly generated in the domain $[0,1] \times[0,1]$. A constant fitness function was used and no mutations were allowed, only recombinations. One could think that under these circumstances the population would expand and occupy random positions in the whole definition domain. After 100 generations the population had moved to just one side of the square and after 3000 generations it had merged to just three points. This symmetry breaking comes from an initial bias in the bit combinations present in the original population.

Losing bit patterns during the run of the GA is what a GA is all about, otherwise the population would never reach a consensus about the optimal region to be explored. This loss of information becomes problematic when the function to be optimized exhibits many flat regions. Bit patterns that would be needed for later convergence steps can be lost. Mutation tries to keep the balance between these two contradictory objectives, exploration and convergence. Finding the right mix of both factors depends on the particular problem and has to be left to the practitioner. Some alternatives are the metagenetic algorithms already mentioned or a broader set of recombination operators, such as crossover with the simultaneous inversion of one or both of the inherited string pieces. This corresponds to a massive mutation of the coded string and brings new variability into the population.

The loss of variability in the long run can be compared to the controlled lowering of the temperature constant in simulated annealing. In a less variable population, parent and child strings are very similar and searching is mostly done locally. Crossover by itself leads to this kind of controlled convergence to a region in search space.

### 17.2.4 Gradient methods versus genetic algorithms

Genetic algorithms offer some interesting properties to offset their high computational cost. We can mention at least three of them: a) GAs explore the domain of definition of the target function at many points and can thus escape from local minima or maxima; b) the function to be optimized does not need to be given in a closed analytic form - if the process being analyzed is
too complex to describe in formulas, the elements of the population are used to run some experiments (numerical or in the laboratory) and the results are interpreted as their fitness; c) since evaluation of the target function is independent for each element of the population, the parallelization of the GA is quite straightforward. A population can be distributed on several processors and the selection process carried out in parallel. The kinds of recombination operator define the type of communication needed between the processors.

Straightforward parallelization and the possibility of their application in ill-defined problems makes GAs attractive. De Jong has emphasized that GAs are not function optimizers of the kind studied in numerical analysis [105]. Otherwise their range of applicability would be very narrow. As we already mentioned, in many cases a naive hill-climber is able to outperform complex genetic algorithms. The hill-climber is started $n$ times at $n$ different positions and the best solution is selected. A combination of a GA and hill-climbing is also straightforward: the elements in the population are selected in "Darwinian" fashion from generation to generation, but can become better by modifying their parameters in "Lamarckian" way, that is, by performing some hill-climbing steps before recombining. Davis [103] showed that many popular functions used as benchmarks for genetic algorithms can be optimized with a simple bit climber (stochastic bit-flipping). In six out of seven test functions the bit climber outperformed two variants of a genetic algorithm. It was three times faster than an efficient GA and twenty-three times faster than an inefficient version. Ackley [8, 9] arrived at similar results when he compared seven different optimization methods. Depending on the test function one or the other minimization strategies emerged victorious. These results only confirm what numerical analysts have known for a long time: there is no optimal optimization method, it all depends on the problem at hand. Even if this is so, the attractiveness of easy parallelization is not diminished. If no best method exists, we can at least parallelize those we have.

### 17.3 Neural networks and genetic algorithms

Our interest in genetic algorithms for neural networks has two sources: is it possible to use this kind of approach to find the weights in a network? And even more important: is it possible to let networks evolve so that they find an optimal topology? The question of network topology is one of those problems for which no closed-form fitness function over all possible configurations can be given. We just propose a topology and let the network run, change the topology again and look at the results. Before going into the details we have to look at some specific characteristics of neural networks which seem to preclude the use of genetic algorithms.

### 17.3.1 The problem of symmetries

Before genetic algorithms can be used to minimize the error function of neural networks, an appropriate code must be designed. Usually the weights of the network are floating-point numbers. Assume that the $m$ weights $w_{1}, w_{2}, \ldots, w_{m}$ have been coded and arranged in a string. The target function for the GA is the error of the network for a given training set. The code for each parameter could consist of 20 bits, and in that case all network parameters could be represented by a string of 20 m bits. These strings are then processed in the usual way.


Fig. 17.6. Equivalent networks (weight permutation)

However, the target function exhibits some "deceptive" characteristics in this case. The basic problem is the high number of symmetries of the error function, which arise because the parameters of multilayered networks can be permuted without affecting the network function. The two networks shown in Figure 17.6 are equivalent, since they produce the same output for the same inputs. In both networks the functionality of the hidden units was interchanged. However, the arrangement of the coded parameters in a string looks very different. Because of the symmetries of the error function the number of local minima is high. The population of network parameters then disperses over different regions and examines different incompatible combinations. Crossover under these circumstances will almost certainly lead nowhere or converge very slowly when the population has drifted to a definite region of weight space.

Some authors' experiments have also shown that coding of the network parameters has an immediate effect on the convergence speed [317]. They have found that fixed-point coding is usually superior to floating-point coding of the parameters. Care must also be taken not to divide the strings through the middle of some parameter. It is usually better to respect the parameter boundaries so that crossover only combines the parameters but does not change the bit representation of each one.

Helping the genetic algorithm to respect good parameter combinations for a computing unit is an important problem. The simplest strategy is to find a good enumeration of the weights in a network that keeps related weights near each other in the coding string. When crossover is applied on such strings


Fig. 17.7. Sequencing of the network parameters
there is a higher probability that related parameters are held together in the new string. The weights of the incoming edges into a unit constitute a logical entity and an enumeration like the one shown in Figure 17.7 can help a GA to converge on a good solution. The subindex of each weight shows which place it occupies in the coding string. This simple idea can be used with any network topology, but has obvious limits.

Modifications of the individual weights can be produced only by mutation. The mutations can be produced by copying not the value $\alpha$ to the child string but $\alpha+\varepsilon$, where $\varepsilon$ is a random number of small absolute value. This produces the necessary variability of the individual parameters. The mutations produce a random walk of the network weights in weight space. The selection method of the GA separates good from bad mutations and we expect the population to stabilize at a local minimum.

### 17.3.2 A numerical experiment

Figure 17.8 shows a network for the encoding-decoding problem with 8 input bits. The input must be reproduced at the output, and only one of the input bits is a one, the others are zero. The hidden layer is the bottleneck for transmission of input to output. One possible solution is to encode the input in three bits at the hidden layer, but other solutions also exist.

The 48 weights of the network and the 11 bits were encoded in a string with 59 floating-point numbers. Crossover through the middle of parameters was avoided and in this case a fixed-point coding is not really necessary. Mutation was implemented as described above, not by bit flips but by adding some stochastic deviation. Figure 17.9 shows the evolution of the error curve. After 5350 generations a good parameter combination was found, capable of keeping the total error for all 8 output lines under 0.05 . The figure also shows the average error for the whole population and the error for the best parameter combination in each generation.

This is an example of a small network in which the GA does indeed converge to a solution. Some authors have succeeded in training much larger networks [448]. However, as we explained before, in the case of such well-defined numerical optimization problems direct hill climbing methods are usually better.


Fig. 17.8. An 8-bit encoder-decoder


Fig. 17.9. Error function at each generation: population average and best network

Braun has shown how to optimize the network topology using genetic algorithms [69]. He introduces order into the network by defining a fitness function $f$ made of several parts: one proportional to the approximation error, and another proportional to the length of the network edges. The nodes are all fixed in a two-dimensional plane and the network is organized in layers. The fitness function is minimized using a genetic algorithm. Edges with small weights are dropped stochastically. Smaller networks are favored in the course of evolution. The two-dimensional mapping is introduced to avoid de-
stroying good solutions when reproducing the population, as happens when the network symmetries are not considered.

### 17.3.3 Other applications of GAs

One field in which GAs seem to be a very appropriate search method is game theory. In a typical mathematical game some rules are defined and the reward for the players after each move is given by a certain pay-off function. Mathematicians then ask what is the optimal strategy, that is, how can a player maximize his pay-off. In many cases the cumulative effect of the pay-off function cannot be expressed analytically and the only possibility is to actually play the game and compare the results using different strategies. An unknown function must be optimized and this is done with a computer simulation. Since the range of possible strategies is so large only a few variants are tested.

This is where GAs take over. A population of "players" is generated and a tournament is held. The strategy of each player must be coded in a data structure that can be recombined and mutated. Each round of the tournament is used to compute the pay-off for each strategy and the best players provide more genes for the next generation. Axelrod [36] did exactly this for the problem known as the prisoner's dilemma. In this game between two players, each one decides independently whether he wants to cooperate with the other player or betray him. There are four possibilities each time: a) both players cooperate; b) the first cooperates, the second betrays; c) the first betrays, the second cooperates; and c) both players betray each other. The pay-off for each of the four combinations is shown in Figure 17.10. The letters C and B stand for "cooperation" and "betrayal" respectively.


Fig. 17.10. Pay-off matrix for the prisoner's dilemma

The pay-off matrix shows that there is an incentive to commit treachery. The pay-off when one of the players betrays the other, who wants to cooperate, is 5 . Moreover, the betrayed player does not get any pay-off at all. But if both
players betray, the pay-off for both is just 1 point. If both players cooperate each one gets 3 points.

If the game is played only once, the optimal strategy is betraying. From the viewpoint of each player the situation is the following: if the other player cooperates, then the pay-off can be maximized by betraying. And if the other player betrays, then at least one point can be saved by committing treachery too. Since both viewpoints are symmetrical, both players betray.

However, the game becomes more complicated if it is repeated an indefinite number of times in a tournament. Two players willing to cooperate can reap larger profits than two players betraying each other. In that case the players must keep a record of the results of previous games with the same partner in order to adapt to cooperative or uncooperative adversaries. Axelrod and Hamilton [35] held such a tournament in which a population of players operated with different strategies for the iterated prisoner's dilemma. Each player could store only the results of the last three games against each opponent and the players were paired randomly at each iteration of the tournament. It was surprising that the simplest strategy submitted for the tournament collected the most points. Axelrod called it "tit for tat" (TFT) and it consists in just repeating the last move of the opponent. If the adversary cooperated the last time, cooperation ensues. If the adversary betrayed, he is now betrayed. Two players who happen to repeat some rounds of cooperation are better off than those that keep betraying. The TFT strategy is initialized by offering cooperation to a yet unknown player, but responds afterwards with vengeance for each betrayal. It can thus be exploited no more than once in a tournament.

For the first tournament, the strategies were submitted by game theorists. In a second experiment the strategies were generated in the computer by evolving them over time [36]. Since for each move there are four possible outcomes of the game and only the last three moves were stored, there are 64 possible recent histories of the game against each opponent. The strategy of each player can be coded simply as a binary vector of length 64. Each component represents one of the possible histories and the value 1 is interpreted as cooperation in the next move, whereas 0 is interpreted as betrayal. A vector of 64 ones, for example, is the coding for a strategy which always cooperates regardless of the previous game history against the opponent. After some generations of a tournament held under controlled conditions and with some handcrafted strategies present, TFT emerged again as one of the best strategies. Other strategies with a tendency to cooperate also evolved.

### 17.4 Historical and bibliographical remarks

At the end of the 1950s and the beginning of the 1960s several authors independently proposed the use of evolutionary methods for the solution of optimization problems. Goldberg summarized this development from the American
perspective [163]. Fraser, for example, studied the optimization of polynomials, borrowing his methods from genetics. Other researchers applied GAs in the 1960s to the solution of such diverse problems as simulation, game theory, or pattern recognition. Fogel and his coauthors studied the problems of mutating populations of finite state automata and recombination, although they stopped short of using the crossover operator [139].

John Holland was the first to try to examine the dynamic of GAs and to formulate a theory of their properties [195]. His book on the subject is a classic to this day. He proposed the concept of schemata and applied statistical methods to the study of their diffusion dynamics. The University of Michigan became one of the leading centers in this field through his work.

In other countries the same ideas were taking shape. In the 1960s Rechenberg [358] and Schwefel [394] proposed their own version of evolutionary computation, which they called evolution strategies. Some of the problems that were solved in this early phase were, for example, hard hydrodynamic optimization tasks, such as finding the optimal shape of a rocket booster. Schwefel experimented with the evolution of the parameters of the genetic operators, maybe the first instance of metagenetic algorithms [37]. In the 1980s Rechenberg's lab in Berlin solved many other problems such as the optimal profile of wind concentrators and airplane wings.

Koza and Rice showed that it is possible to optimize the topology of neural networks [260]. Their methods make use of the techniques developed by Koza to breed Lisp programs, represented as trees of terms. Crossover exchanges whole branches of two trees in this kind of representation. Belew and coauthors [51] examined the possibility of applying evolutionary computation to connectionist learning problems.

There has been much discussion recently on the merits of genetic algorithms for static function optimization [105]. Simple minded hill-climbing algorithms seem to outperform GAs when the function to be optimized is fixed. Baluja showed in fact that for a large set of optimization problems GAs do not offer a definitive advantage when compared to other optimization heuristics, either in terms of total function evaluations or in quality of the solutions [40]. More work must be still done to determine under which situations (dynamic enviroments, for example) GAs offer a definitive advantage over other optimization methods.

The prisoner's dilemma was proposed by game-theoreticians in the 1950s and led immediately to many psychological experiments and mathematical arguments [350]. The research of Axelrod on the iterated prisoner's dilemma can be considered one of the milestones in evolutionary computation, since it opened this whole field to the social scientists and behavior biologists, who by the nature of their subject had not transcended the level of qualitative descriptions [104, 453]. The moral dilemma of the contradiction between altruism and egoism could now be modeled in a quantitative way, although Axelrod's results have not remained uncontested.

## Exercises

1. How does the schema theorem (17.1) change when a crossover probability $p_{c}$ is introduced? This means that with probability $p_{c}$, crossover is used to combine two strings, otherwise one of the parent strings is copied.
2. Train a neural network with a genetic algorithm. Let the number of weights increase and observe the running time.
3. Propose a coding method for a metagenetic algorithm that lets the mutation rate and the crossover probability evolve.
4. The prisoner's dilemma can be implemented on a cellular automaton. The players occupy one square of a two-dimensional grid and interact with their closest neighbors. Simulate this game in the computer and let the system evolve different strategies.

## Hardware for Neural Networks

### 18.1 Taxonomy of neural hardware

This chapter concludes our analysis of neural network models with an overview of some hardware implementations proposed in recent years. In the first chapter we discussed how biological organisms process information. We are now interested in finding out how best to process information using electronic devices which in some way emulate the massive parallelism of the biological world. We show that neural networks are an attractive option for engineering applications if the implicit parallelism they offer can be made explicit with appropriate hardware. The important point in any parallel implementation of neural networks is to restrict communication to local data exchanges. The structure of some of those architectures, such as systolic arrays, resembles cellular automata.

There are two fundamentally different alternatives for the implementation of neural networks: a software simulation in conventional computers or a special hardware solution capable of dramatically decreasing execution time. A software simulation can be useful to develop and debug new algorithms, as well as to benchmark them using small networks. However, if large networks are to be used, a software simulation is not enough. The problem is the time required for the learning process, which can increase exponentially with the size of the network. Neural networks without learning, however, are rather uninteresting. If the weights of a network were fixed from the beginning and were not to change, neural networks could be implemented using any programming language in conventional computers. But the main objective of building special hardware is to provide a platform for efficient adaptive systems, capable of updating their parameters in the course of time. New hardware solutions are therefore necessary [54].

### 18.1.1 Performance requirements

Neural networks are being used for many applications in which they are more effective than conventional methods, or at least equally so. They have been introduced in the fields of computer vision, robot kinematics, pattern recognition, signal processing, speech recognition, data compression, statistical analysis, and function optimization. Yet the first and most relevant issue to be decided before we develop physical implementations is the size and computing power required for the networks.

The capacity of neural networks can be estimated by the number of weights used. Using this parameter, the complexity of the final implementation can be estimated more precisely than by the number of computing units. The number of weights also gives an indication of how difficult it will be to train the network. The performance of the implementation is measured in connections per second (cps), that is, by the number of data chunks transported through all edges of the network each second. Computing a connection requires the transfer of the data from one unit to another, multiplying the data by the edge's weight in the process. The performance of the learning algorithm is measured in connection updates per second (cups). Figure 18.1 shows the number of connections and connection updates per second required for some computationally intensive applications. The numbered dots represent the performance and capacity achieved by some computers when executing some of the reported neural networks applications.


Fig. 18.1. Performance and capacity of different implementations of neural networks and performance requirements for some applications [Ramacher 1991]

Figure 18.1 shows that an old personal computer is capable of achieving up to 10 Kcps , whereas a massively parallel CM- 2 with 64 K processors is
capable of providing up to 10 Mcps of computing power. With such performance we can deal with speech recognition in its simpler form, but not with complex computer vision problems or more sophisticated speech recognition models. The performance necessary for this kind of application is of the order of Giga-cps. Conventional computers cannot offer such computing power with an affordable price-performance ratio. Neural network applications in which a person interacts with a computer require compact solutions, and this has been the motivation behind the development of many special coprocessors. Some of them are listed in Figure 18.1, such as the Mark III or ANZA boards [409].

A pure software solution is therefore not viable, yet it remains open whether an analog or a digital solution should be preferred. The next sections deal with this issue and discuss some of the systems that have been built, both in the analog and the digital world.

### 18.1.2 Types of neurocomputers

To begin with, we can classify the kinds of hardware solution that have been proposed by adopting a simple taxonomy of hardware models. This will simplify the discussion and help to get a deeper insight into the properties of each device. Defining a taxonomy of neurocomputers requires consideration of three important factors:

- the kind of signals used in the network,
- the implementation of the weights,
- the integration and output functions of the units.

The signals transmitted through the network can be coded using an analog or a digital model. In the analog approach, a signal is represented by the magnitude of a current, or a voltage difference. In the digital approach, discrete values are stored and transmitted. If the signals are represented by currents or voltages, it is straightforward to implement the weights using resistances or transistors with a linear response function for a certain range of values. In the case of a digital implementation, each transmission through one of the network's edges requires a digital multiplication.

These two kinds of network implementations indicate that we must differentiate between analog and digital neurocomputers. Figure 18.2 shows this first level of classification and some successive refinements of the taxonomy. Hybrid neurocomputers are built combining analog and digital circuits.

The analog approach offers two further alternatives: the circuits can be built using electronic or optical components. The latter alternative has been studied and has led to some working prototypes but not to commercial products, where electronic neurocomputers still dominate the scene.

In the case of a digital implementation, the first two subdivisions in Figure 18.2 refer to conventional parallel or pipelined architectures. The networks can be distributed in multiprocessor systems, or it can be arranged for the


Fig. 18.2. Taxonomy of neurosystems
training set to be allocated so that each processor works with a fraction of the data. Neural networks can be efficiently implemented in vector processors, since most of the necessary operations are computations with matrices. Vector processors have been optimized for exactly such operations.

A third digital model is that of systolic arrays. They consist of regular arrays of processing units, which communicate only with their immediate neighbors. Input and output takes place at the boundaries of the array [207]. They were proposed to perform faster matrix-matrix multiplications, the kind of operation in which we are also interested for multilayered networks.

The fourth and last type of digital system consists of special chips of the superscalar type or systems containing many identical processors to be used in a SIMD (single instruction, multiple data) fashion. This means that all processors execute the same instruction but on different parts of the data.

Analog systems can offer a higher implementation density on silicon and require less power. But digital systems offer greater precision, programming flexibility, and the possibility of working with virtual networks, that is, networks which are not physically mapped to the hardware, making it possible to deal with more units. The hardware is loaded successively with different portions of the virtual network, or, if the networks are small, several networks can be processed simultaneously using some kind of multitasking.

### 18.2 Analog neural networks

In the analog implementation of neural networks a coding method is used in which signals are represented by currents or voltages. This allows us to think of these systems as operating with real numbers during the neural network simulation.

### 18.2.1 Coding

When signals are represented by currents, it is easy to compute their addition. It is only necessary to make them meet at a common point. One of the Kirchhoff laws states that the sum of all currents meeting at a point is zero (outgoing currents are assigned a negative sign). The simple circuit of Figure 18.3 can be used to add $I_{1}$ and $I_{2}$, and the result is the current $I_{3}$.


Fig. 18.3. Addition of electric current

The addition of voltage differences is somewhat more complicated. If two voltage differences $V_{1}$ and $V_{2}$ have to be added, the output line with voltage $V_{1}$ must be used as the reference line for voltage $V_{2}$. This simple principle cannot easily be implemented in real circuits using several different potentials $V_{1}, V_{2}, \ldots, V_{n}$. The representation of signals using currents is more advantageous in this case. The integration function of each unit can be implemented by connecting all incoming edges to a common point. The sum of the currents can be further processed by each unit.


Fig. 18.4. Network of resistances

The weighting of the signal can be implemented using variable resistances. Rosenblatt used this approach in his first perceptron designs [185]. If the resistance is $R$ and the current $I$, the potential difference $V$ is given by Ohm's law $V=R I$. A network of resistances can simulate the necessary network connections and the resistors are the adaptive weights we need for learning (Figure 18.4).

Several analog designs for neural networks were developed in the 1970s and 1980s. Carver Mead's group at Caltech has studied different alternatives with which the size of the network and power consumption can be minimized [303]. In Mead's designs transistors play a privileged role, especially for the realization of so-called transconductance amplifiers. Some of the chips developed by Mead have become familiar names, like the silicon retina and the silicon cochlea.

Karl Steinbuch proposed at the end of the 1950s a model for associative learning which he called the Lernmatrix [414]. Figure 18.5 shows one of the columns of his learning matrix. It operated based on the principles discussed above.


Fig. 18.5. A column of the Lernmatrix

The input $x_{1}, x_{2}, \ldots, x_{n}$ is transmitted as a voltage through each of the input lines. The resistances $w_{1}, w_{2}, \ldots, w_{n}$ transform the voltage into a weighted current. Several of these columns allow a vector-matrix product to be computed in parallel. Using such an array (and a special kind of nonlinearity) Steinbuch was able to build the first associative memory in hardware.

### 18.2.2 VLSI transistor circuits

Some VLSI circuits work with field effect transistors made of semiconductors. These are materials with a nonlinear voltage-current response curve. The nonlinear behavior makes them especially suitable for the implementation of digital switches.


Fig. 18.6. Diagram of a field effect transistor (FET)

Figure 18.6 shows the structure of a typical field effect transistor. The source and the sink are made of $\mathrm{n}+$ semiconductors, which contain a surplus of positive charge produced by carefully implanted impurities in the semiconductor crystal. A current can flow between source and sink only when the control electrode is positively charged above a certain threshold. Electrons are attracted from the source to the control electrode, but they also reach the sink by diffusing through the gap between source and sink. This closes the circuit and a current flows through the transistor. A potential difference is thus transformed into a current. The voltage difference is applied between source and control electrode, but the current that represents the signal flows between source and sink.

Let $V_{g}$ be the potential at the control electrode, $V_{s}$ the potential at the sink and $V_{g s}$ the potential difference between control electrode and source. Assume further that $V_{d s}$ is the potential difference between source and sink. It can be shown [303] that in this case the current $I$ through the transistor is given by

$$
I=I_{0} \mathrm{e}^{c V_{g}-V_{s}}\left(1-\mathrm{e}^{V_{d s}}\right)
$$

where $I_{0}$ and $c$ are constants. The approximation $I=I_{0} \mathrm{e}^{c V_{g}-V_{s}}$ is valid for large enough negative $V_{d s}$. In this case the output current depends only on $V_{g}$ and $V_{s}$.

It is possible to design a small circuit made of FETs capable of multiplying the numerical value of a voltage by the numerical value of a potential difference (Figure 18.7).

The three transistors $T_{1}, T_{2}$ and $T_{b}$ are interconnected in such a way that the currents flowing through all of them meet at a common point. This means that $I_{1}+I_{2}=I_{b}$. But since

$$
I_{1}=I_{0} \mathrm{e}^{c V_{1}-V} \quad \text { and } \quad I_{2}=I_{0} \mathrm{e}^{c V_{2}-V}
$$

it is true that

$$
I_{b}=I_{1}+I_{2}=I_{0} \mathrm{e}^{-V}\left(\mathrm{e}^{c V_{1}}+\mathrm{e}^{c V 2}\right)
$$

Some additional algebraic steps lead to the following equation

$$
I_{1}-I_{2}=I_{b} \frac{\mathrm{e}^{c V_{1}}-\mathrm{e}^{c V_{2}}}{\mathrm{e}^{c V_{1}}+\mathrm{e}^{c V_{2}}}=I_{b} \tanh \frac{c\left(V_{1}-V_{2}\right)}{2}
$$

This equation shows that a potential difference $V_{1}-V_{2}$ produces a nonlinear result $I_{1}-I_{2}$. Using the circuit in Figure 18.7 we can implement the output


Fig. 18.7. Transconductance amplifier (Mead 1989)
function of a unit. Remember that the hyperbolic tangent is just the symmetric sigmoid used in backpropagation networks. For small values of $x$ it holds that $\tanh (x) \approx x$. In this case for small values of $V_{1}-V_{2}$ we get

$$
I_{1}-I_{2}=\frac{c I_{b}}{2}\left(V_{1}-V_{2}\right)
$$

The circuit operates as a multiplier. The magnitude of the current $I_{b}$ is multiplied by the magnitude of the potential difference $V_{1}-V_{2}$, where we only require $I_{b}>0$. An analog multiplier for two numbers with arbitrary sign requires more components and a more sophisticated design, but the basic construction principle is the same. An example is the Gilbert multiplier used in many VLSI circuits.

The above discussion illustrates how FETs can be used, and are in fact being used, to implement the main computations for hardware models of neural networks, that is, the weighting of signals, their integration, and the computation of the nonlinear output.

### 18.2.3 Transistors with stored charge

A possible alternative to the kind of components just discussed is to use floating gate transistors for an analog implementation of the multiplication operation. A problem with the circuits discussed above is that the numbers to be multiplied must be encoded as voltages and currents. The numerical value of the weights must be transformed into a potential difference, which must be kept constant as long as no weight update is performed. It would be simpler
to store the weights using an analog method in such a way that they could be used when needed. This is exactly what floating gate transistors can achieve.

Figure 18.8 shows the scheme of such a transistor. The structure resembles that of a conventional field effect transistor. The main visible difference is the presence of a metallic layer between the control electrode and the silicon base of the transistor. This metallic layer is isolated from the rest of the transistor in such a way that it can store a charge just as a capacitor. The metallic layer can be charged by raising the potential difference between the control electrode and the source by the right amount. The charge stored in the metallic layer decays only slowly and can be stored for a relatively long time [185].


Fig. 18.8. Diagram of a floating gate transistor

A floating gate transistor can be considered as one which includes an analog memory. The stored charge modifies the effectiveness of the control electrode. The current which flows through source and sink depends linearly (in a certain interval) on the potential difference between them. The proportionality constant is determined by the stored charge. The potential difference is therefore weighted before being transformed into a current. Learning is very simple to implement: weight updates correspond to changes in the amount of charge stored. Even if the power source is disconnected the magnitudes of the weights remain unchanged.

### 18.2.4 CCD components

Floating gate transistors represent the weights by statically stored charges. A different approach consists in storing charges dynamically, as is done with the help of charge coupled devices (CCDs). Computation of the scalar product of a weight and an input vector can be arranged in such a way that the respective components are used sequentially. The weights, which are stored dynamically, can be kept moving in a closed loop. At a certain point in the loop, the magnitudes of the weights are read and multiplied by the input. The accumulated sum is the scalar product needed.

Figure 18.9 shows a CCD circuit capable of transporting charges. A chain of electrodes is built on top of a semiconductor base. Each electrode receives the signal of a clock. The clock pulses are synchronized in such a way that at
every discrete time $t$ just one of the electrodes reaches its maximum potential. At the next time step $t+1$ only the neighbor to the right reaches the maximum potential and so on. A charge $Q$ is stored in the semiconductor material, which has been treated in order to create on its surface potential wells aligned with the electrodes. The charge stored in a potential well diffuses gradually (as shown for $t=1.5$ ), but if the next electrode reaches its maximum before the charge has completely diffused, it is again collected as a charge packet in its potential well. One or more stored charge packets can move from left to right in this CCD circuit. If the chain of electrodes is arranged in a closed loop, the stored charge can circulate indefinitely.


Fig. 18.9. CCD transport band

Figure 18.10 shows a very interesting design for an associative memory with discrete weights. The matrix of weights is stored in the $n$ CCD linear transport arrays shown on the left. Each row of the weight matrix is stored in one of the arrays. At the end of the line a weight is read in every cycle and is transformed into a digital number using an A/D converter. The transport chain to the right stores the momentary states of the units ( 0 or 1 ). In each cycle a state is read and it is multiplied by each of the $n$ weights from the CCD arrays to the left. Since the states and weights are single bits, an AND gate is enough. The partial products are kept in the accumulators for $n$ cycles. At the end of this period of time the circuit has computed $n$ scalar products which are stored in the $n$ accumulators. A threshold function now converts the scalar products in the new unit states, which are then stored on the vertical CCD array.

Very compact arithmetic and logical units can be built using CCD technology. The circuit shown in Figure 18.10 is actually an example of a hybrid approach, since the information is handled using analog and digital coding. Although much of the computation is done serially, CCD components are fast enough. The time lost in the sequential computation is traded off against the


Fig. 18.10. Associative memory in CCD technology
simplicity of the design. The circuit works synchronously, because information is transported at discrete points in time.

### 18.3 Digital networks

In digital neurocomputers signals and network parameters are encoded and processed digitally. The circuits can be made to work with arbitrary precision just by increasing the word length of the machine. Analog neurocomputers are affected by the strong variation of the electrical characteristics of the transistors, even when they have been etched on the same chip [303]. According to the kind of analog component, the arithmetic precision is typically limited to 8 or 9 bits [185]. Analog designs can be used in all applications that can tolerate statistical deviations in the computation and that do not require more than the precision just mentioned, as is the case, for example, in computer vision. If we want to work with learning algorithms based on gradient descent, more precision is required.

There is another reason for the popularity of digital solutions in the neurocomputing field: our present computers work digitally and in many cases the neural network is just one of the pieces of a whole application. Having everything in the same computer makes the integration of the software easier. This has led to the development of several boards and small machines connected to a host as a neural coprocessor.

### 18.3.1 Numerical representation of weights and signals

If a neural network is simulated in a digital computer, the first issue to be decided is how many bits should be used for storage of the weights and signals. Pure software implementations use some kind of floating-point representation, such as the IEEE format, which provides very good numerical resolution at the cost of a high investment in hardware (for example for the 64-bit representations). However, floating-point operations require more cycles to be computed than their integer counterparts (unless very complex designs are used). This has led most neurocomputer designers to consider fixed-point representations in which only integers are used and the position of the decimal point is managed by the software or simple additional circuits. If such a representation is used, the appropriate word length must be found. It must not affect the convergence of the learning algorithms and must provide enough resolution during normal operation. The classification capabilities of the trained networks depend on the length of the bit representation [223].

Some researchers have conducted series of experiments to find the appropriate word length and have found that 16 bits are needed to represent the weights and 8 to represent the signals. This choice does not affect the convergence of the backpropagation algorithm [31, 197]. Based on these results, the design group at Oregon decided to build the CNAPS neurocomputer [175] using word lengths of 8 and 16 bits (see Sect. 8.2.3).

Experience with some of the neurocomputers commercially available shows that the 8 - and 16 -bit representations provide enough resolution in most, but not in all cases. Furthermore, some complex learning algorithms, such as variants of the conjugate gradient methods, require high accuracy for some of the intermediate steps and cannot be implemented using just 16 bits [341]. The solution found by the commercial suppliers of neurocomputers should thus be interpreted as a compromise, not as the universal solution for the encoding problem in the field of neurocomputing.

### 18.3.2 Vector and signal processors

Almost all models of neural networks discussed in the previous chapters require computation of the scalar product of a weight and an input vector. Vector and signal processors have been built with this type of application in mind and are therefore also applicable for neurocomputing.

A vector processor, such as a CRAY, contains not only scalar registers but also vector registers, in which complete vectors can be stored. To perform operations on them, they are read sequentially from the vector registers and their components are fed one after the other to the arithmetic units. It is characteristic for vector processors that the arithmetic units consist of several stages connected in a pipeline. The multiplier in Figure 18.11, for example, performs a single multiplication in 10 cycles. If the operand pairs are fed sequentially into the multiplier, one pair in each cycle, at the end of cycle 10
one result has been computed, another at the end of cycle 11, etc. After a start time of 9 cycles a result is produced in every cycle. The partial results can be accumulated with an adder. After $9+n$ cycles the scalar product has been computed.


Fig. 18.11. Multiplier with 10 pipeline sections

The principle of vector processors has been adopted in signal processors, which always include fast pipelined multipliers and adders. A multiplication can be computed simultaneously with an addition. They differ from vector processors in that no vector registers are available and the vectors must be transmitted from external memory modules. The bottleneck is the time needed for each memory access, since processors have become extremely fast compared to RAM chips [187]. Some commercial neurocomputers are based on fast signal processors coupled to fast memory components.

### 18.3.3 Systolic arrays

An even greater speedup of the linear algebraic operations can be achieved with systolic arrays. These are regular structures of VLSI units, mainly oneor two-dimensional, which can communicate only locally. Information is fed at the boundaries of the array and is transported synchronously from one stage to the next. Kung gave these structures the name systolic arrays because of their similarity to the blood flow in the human heart. Systolic arrays can compute the vector-matrix multiplication using fewer cycles than a vector processor. The product of an $n$-dimensional vector and an $n \times n$ matrix can be computed in $2 n$ cycles. A vector processor would require in the order of $n^{2}$ cycles for the same computation.

Figure 18.12 shows an example of a two-dimensional systolic array capable of computing a vector-matrix product. The rows of the matrix

$$
\mathbf{W}=\left(\begin{array}{ll}
c & d \\
e & f
\end{array}\right)
$$

are used as the input from the top into the array. In the first cycle $c$ and $d$ constitute the input. In the second cycle $e$ and $f$ are fed into the array, but displaced by one unit to the right. We want to multiply the vector $(a, b)$
with the matrix $\mathbf{W}$. The vector $(a, b)$ is fed into the array from the left. Each unit in the systolic array multiplies the data received from the left and from above and the result is added to the data transmitted through the diagonal link from the neighbor located to the upper left. Figure 18.12 shows which data is transmitted through which links (for different cycles). After two cycles, the result of the vector-matrix multiplication is stored in the two lower units to the right. Exactly the same approach is used in larger systolic arrays to multiply $n$-dimensional vectors and $n \times n$ matrices.


Fig. 18.12. Planar systolic array for vector-matrix multiplication

The systolic array used in the above example can be improved by connecting the borders of the array to form a torus. The previous vector-matrix multiplication is computed in this case, as shown in Figure 18.13. In general it holds that in order to multiply an $n$-dimensional vector with an $n \times n$ matrix, a systolic array with $n(2 n-1)$ elements is needed. A torus with $n \times n$ elements can perform the same computation. Therefore when systolic arrays are used for neurocomputers, a toroidal architecture is frequently selected.


Fig. 18.13. Systolic array with toroidal topology

An interesting systolic design is the one developed by Siemens (Figure 18.14). It consists of a two-dimensional array of multipliers. The links for the transmission of weights and data are 16 bits wide. The array shown in the figure can compute the product of four weights and four inputs. Each multiplier gets two arguments which are then multiplied. The result is transmitted to an adder further below in the chain. The last adder eventually contains the result of the product of the four-dimensional input with the four-dimensional weight vector. The hardware implementation does not exactly correspond to our diagram, since four links for the inputs and four links for the weights are not provided. Just one link is available for the inputs and one for the weights, but both links operate by multiplexing the input data and the weights, that is, they are transmitted sequentially in four time frames. Additional hardware in the chip stores each weight as needed for the multiplication and the same is done for the inputs. In this way the number of pins in the final chip could be dramatically reduced without affecting performance [354]. This kind of multiplexed architecture is relatively common in neurocomputers [38].


Fig. 18.14. Systolic array for 4 scalar product chains

The systolic chips manufactured by Siemens (MA16) can be arranged in even larger two-dimensional arrays. Each MA16 chip is provided with an external memory in order to store some of the network's weights. The performance
promised by the creators of the MA16 should reach 128 Gcps for a $16 \times 16$ systolic array [354]. This kind of performance could be used, for example, in computer vision tasks. Siemens started marketing prototypes of the Synapse neurocomputer in 1995.

### 18.3.4 One-dimensional structures

The hardware invested in two-dimensional systolic arrays is in many cases excessive for the vector-matrix multiplication. This is why some researchers have proposed using one-dimensional systolic arrays in order to reduce the complexity of the hardware without losing too much performance [438, 263].

In a systolic ring information is transmitted from processor to processor in a closed loop. Each processor in the ring simulates one of the units of the neural network. Figure 18.15 shows a ring with four processors. Assume that we want to compute the product of the $4 \times 4$ weight matrix $\mathbf{W}=\left\{w_{i j}\right\}$ with the vector $x^{T}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, that is, the vector $\mathbf{W} \mathbf{x}$. The vector $\mathbf{x}$ is loaded in the ring as shown in the figure. In each cycle each processor accesses a weight from its local memory (in the order shown in Figure 18.15) and gets a number from its left neighbor. The weight is multiplied by $x_{i}$ and the product is added to the number received from the left neighbor. The number from the left neighbor is the result of the previous multiply-accumulate operation (the ring is initialized with zeros). The reader can readily verify that after four cycles (a complete loop) the four small processors contain the four components of the vector $\mathbf{W x}$.


Fig. 18.15. Systolic array computing the product of $\mathbf{W}$ and $\mathbf{x}$

It is not necessary for the units in the ring to be fully-fledged processors. They can be arithmetic units capable of multiplying and adding and which contain some extra registers. Such a ring can be expanded to work with larger matrices just by including additional nodes.

For the backpropagation algorithm it is also necessary to multiply vectors with the transpose of the weight matrix. This can be implemented in the


Fig. 18.16. Systolic array computing the product of the transpose $\mathbf{W}$ and $\mathbf{x}$
same ring by making some changes. In each cycle the number transmitted to the right is $x_{i}$ and the results of the multiplication are accumulated at each processor. After four cycles the components of the product $\mathbf{W}^{\mathrm{T}} \mathbf{x}$ are stored at each of the four units.

A similar architecture was used in the Warp machine designed by Pomerleau and others at Princeton [347]. The performance reported was 17 Mcps. Jones et al. have studied similar systolic arrays [226].

Another machine of a systolic type is the RAP (Ring Array Processor) developed at the International Computer Science Institute in Berkeley. The processing units consist of signal processors with a large local memory [321]. The weights of the network are stored at the nodes in the local memories. The performance reported is $200-570 \mathrm{Mcps}$ using 10 processor nodes in a ring. It is significant that the RAP has been in constant use for the last five years at the time of this writing. It seems to be the neural computer with the largest accumulated running time.


Fig. 18.17. Architecture of the Ring Array Processor

Figure 18.17 shows the architecture of the RAP. The local memory of each node is used to store a row of the weight matrix $\mathbf{W}$, so that each processor can compute the scalar product of a row with the vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\mathrm{T}}$. The input vector is transmitted from node to node. To compute the product $\mathbf{W}^{\mathrm{T}} \mathbf{x}$ partial products are transmitted from node to node in systolic fashion. The weight updates can be made locally at each node. If the number of processors is lower than the dimension of the vector and matrix rows, then each processor stores two or more rows of the weight matrix and computes as much as needed. The advantage of this architecture compared to a pure systolic array is that it can be implemented using off-the-shelf components. The computing nodes of the RAP can also be used to implement many other non-neural operations needed in most applications.

### 18.4 Innovative computer architectures

The experience gained from implementations of neural networks in conventional von Neumann machines has led to the development of complete microprocessors especially designed for neural networks applications. In some cases the SIMD computing model has been adopted, since it is relatively easy to accelerate vector-matrix multiplications significantly with a low hardware investment. Many authors have studied optimal mappings of neural network models onto SIMD machines [275].

### 18.4.1 VLSI microprocessors for neural networks

In SIMD machines the same instruction is executed by many processors using different data. Figure 18.18 shows a SIMD implementation of a matrix-vector product. A chain of $n$ multipliers is coupled to $n$ adders. The components of a vector $x_{1}, x_{2}, \ldots, x_{n}$ are transmitted sequentially to all the processors. At each cycle one of the columns of the matrix $\mathbf{W}$ is transmitted to the processors. The results of the $n$ multiplications are accumulated in the adders and at the same time the multipliers begin to compute the next products. For such a computation model to work efficiently it is necessary to transmit $n$ arguments from the memory to the arithmetic units at each cycle. This requires a very wide instruction format and a wide bus.

The Torrent chip completed and tested at Berkeley in the course of 1995 has a SIMD architecture in each of its vector pipelines [440] and was the first vector processor on a single chip. The chip was designed for neural network but also for other digital signal processing tasks. It consists of a scalar unit compatible with a MIPS-II 32-bit integer CPU. A fixed point coprocessor is also provided.

Figure 18.19 shows a block diagram of the chip. It contains a register file for 16 vectors, each capable of holding 32 elements, each of 32 bits. The pipeline of the chip is superscalar. An instruction can be assigned to the CPU, the


Fig. 18.18. SIMD model for vector-matrix multiplication

Vector memory unit (VMP) or any of two vector processing units (VP0 and VP1). The vector units can add, shift, and do conditional moves. Only VP0 can multiply. The multipliers in VP0 perform $16 \times 16 \rightarrow 32$ bit multiplications. The vector memory operations provided allow efficient loading and storage of vectors.

Interesting is that all three vector functional units are composed of 8 parallel pipelines. This means that the vector is striped along the 8 pipelines. When all three vector units are saturated, up to 24 operations per cycle are being executed.

Due to its compatibility with the MIPS series, the scalar software can be compiled with the standard available tools. The reported performance with 45 MHz is 720 Mflops [33].

In the Torrent the weight matrix is stored outside the VLSI chip. In the CNAPS (Connected Network of Adaptive Processors) built and marketed by Adaptive Solutions, the weights are stored in local memories located in the main chip [175]. The CNAPS also processes data in SIMD fashion. Each CNAPS chip contains 64 processor nodes together with their local memory.

Figure 18.20 shows the basic structure of the CNAPS chips, which have been built using Ultra-VLSI technology: more than 11 million transistors have been etched on each chip. Every one of them contains 80 processor nodes, but after testing only 64 are retained to be connected in a chain [176]. The 64 nodes receive the same input through two buses: the instruction bus, necessary to coordinate the 64 processing units, and the input bus. This has a width of only 8 bits and transmits the outputs of the simulated units to the other units. The weights are stored locally at each node. The programmer can define any computation strategy he or she likes, but usually what works best is to store all incoming weights in a unit in the local memory, as well as all outgoing weights (necessary for the backpropagation algorithm). The output bus, finally, communicates the output of each unit to the other units.


Fig. 18.19. Torrent block diagram [Asanovic et al. 95]

Figure 18.21 shows a block diagram of a processor node. A multiplier, an adder, and additional logical functions are provided at each node. The register file consists of 3216 -bit registers. The local memory has a capacity of 4 Kb . The structure of each node resembles a RISC processor with additional storage. Using one of the chips with 64 processing nodes it is possible to multiply an 8 -bit input with 6416 -bit numbers in parallel. Several CNAPS chips can be connected in a linear array, so that the degree of parallelism can be increased in quanta of 64 units. As in any other SIMD processor it is possible to test status flags and switch-off some of the processors in the chain according to the result of the test. In this way an instruction can be executed by a subset of the processors in the machine. This increases the flexibility of the system. A coprocessor with 4 CNAPS chips is capable of achieving 5 Gcps and 944 Mcups.


Fig. 18.20. CNAPS-Chip with 64 processor nodes (PN)


Fig. 18.21. Structure of a processor node

### 18.4.2 Optical computers

The main technical difficulty that has to be surmounted in neural networks, and other kinds of massively parallel systems, is the implementation of communication channels. A Hopfield network with 1000 units contains half a million connections. With these large topologies we have no alternative but to work with virtual networks which are partitioned to fit on the hardware at hand. This is the approach followed for the digital implementations discussed in the last section. Optical computers have the great advantage, compared to electronic machines, that the communication channels do not need to be hard-wired. Signals can be transmitted as light waves from one component to
the other. Also, light rays can cross each other and this does not affect the information they are carrying. The energy needed to transmit signals is low, since there is no need to consider the capacity of the transmitting medium, as in the case of metal cables. Switching times of up to 30 GHz can be achieved with optical elements [296].


Fig. 18.22. Optical implementation of multiplication, addition, and signal splitting

Using optical signals it is possible to implement basic logic operations in a straightforward way. To do this, SLMs (Spatial Light Modulators) are used. These are optical masks which can be controlled using electrodes. According to the voltage applied the SLM becomes darker and reduces the amount of transmitted light when a light ray is projected onto the mask. A light signal projected onto an SLM configured to let only $50 \%$ of the light through loses half its intensity. This can be interpreted as multiplication of the number 1 by the number 0.5 . A chain of multiplications can be computed almost "instantly" by letting the light ray go through several SLMs arranged in a stack. The light coming out has an intensity proportional to the product of the darkness ratios of the SLMs.

Addition of optical signals can be implemented by reducing two light signals to a single one. This can be done using lenses, prisms, or any other devices capable of dealing with light rays. A signal can be split in two or more using crystals or certain lens types. Figure 18.22 shows possible realizations of some operations necessary to implement optical computers.

Using these techniques all linear algebraic operations can be computed in parallel. To perform a vector-matrix or a matrix-vector multiplication it is only necessary to use an SLM that has been further subdivided into $n \times n$ fields. The darkness of each field must be adjustable, although in some applications it is


Fig. 18.23. Matrix-vector multiplication with an SLM mask
possible to use constant SLM masks. Each field represents one of the elements of the weight matrix and its darkness is adjusted according to its numerical value. The vector to be multiplied with the weight matrix is projected onto the SLM in such a way that the signal $x_{1}$ is projected onto the first row of the SLM matrix, $x_{2}$ onto the second row and so on. The outcoming light is collected column by column. The results are the components of the product we wanted to compute.

Fig. 18.24. Optical implementation of the backpropagation algorithm

Many other important operations can be implemented very easily using optical computers [134]. Using special lenses, for example, it is possible to instantly compute the Fourier transform of an image. Some pattern recognition problems can be solved more easily taking the image from the spatial to the frequency domain (see Chap. 12). Another example is that of feedback
systems of the kind used for associative memories. Cellular automata can be also implemented using optical technology. Figure 18.24 shows a diagram of an experiment in which the backpropagation algorithm was implemented with optical components [296].

The diagram makes the main problem of today's optical computers evident: they are still too bulky and are mainly laboratory prototypes still waiting to be miniaturized. This could happen if new VLSI techniques were developed and new materials discovered that could be used to combine optical with electronic elements on the same chips. However, it must be kept in mind that just 40 years ago the first transistor circuits were as bulky as today's optical devices.

### 18.4.3 Pulse coded networks

All of the networks considered above work by transmitting signals encoded analogically or digitally. Another approach is to implement a closer simulation of the biological model by transmitting signals as discrete pulses, as if they were action potentials. Biological systems convey information from one neuron to another by varying the firing rate, that is, by something similar to frequency modulation. A strong signal is represented by pulses produced with a high frequency. A feeble signal is represented by pulses fired with a much lower frequency. It is not difficult to implement such pulse coding systems in analog or digital technology.

Tomlinson et al. developed a system which works with discrete pulses [430]. The neurochip they built makes use of an efficient method of representing weights and signals. Figure 18.25 shows an example of the coding of two signals using asynchronous pulses.


Fig. 18.25. Pulse coded representation of signals

Assume that two signals $A$ and $B$ have the respective numerical values 0.25 and 0.5 . All signals are represented by pulses in a 16 -cycles interval. A generator produces square pulses randomly, but in such a way that for signal $A$, a pulse appears in the transmitted stream a quarter of the time. In the case of $B$, a pulse is produced half of the time. The pulse trains are uncorrelated
to each other. This is necessary in order to implement the rest of the logic functions. A decoder can reconstruct the original numbers just by counting the number of pulses in the 16 -cycle interval.

The product of the two numbers $A$ and $B$ can be computed using a single AND gate. As shown in Figure 18.26, the two pulse streams are used as the input to the AND gate. The result is a pulse chain containing only $0.25 \times 0.5 \times$ 16 pulses. This corresponds to the number $0.25 \times 0.5$, that is, the product of the two arguments $A$ and $B$. This is of course only a statistical result, since the number of pulses can differ from the expected average, but the accuracy of the computation can be increased arbitrarily by extending the length of the coding interval. Tomlinson found in his experiments that 256 cycles were good enough for most of the applications they considered. This corresponds, more or less, to a signal resolution of 8 bits.


Fig. 18.26. Multiplication of two pulse coded numbers

The integration and nonlinear output function of a unit can be computed using an OR gate. If two numbers $A$ and $B$ are coded as indicated and are used as arguments, the result is a train of pulses which corresponds to the number $C=1-(1-A)(1-B)$. This means that we always get a one as the result, except in the case where both pulse trains contain zeroes. This happens with probability $(1-A)(1-B)$. The result $C$ corresponds to a kind of summation with an upper saturation bound which restricts the output to the interval $[0,1]$. Ten pulse-coded numbers $A_{1}, A_{2}, \ldots, A_{10}$ can be integrated using an OR gate. For small values of $A_{i}$ the result is

$$
C=1-\left(1-A_{1}\right) \cdots\left(1-A_{10}\right) \approx 1-\left(1-\sum_{i=1}^{10} A_{i}\right) \approx \sum_{i=1}^{10} A_{i}
$$

It can be shown that for larger magnitudes of the signal and a wide enough coding interval, the approximation

$$
C=1-\exp \left(-\sum_{i=1}^{10} A_{i}\right)
$$

holds. This function has the shape of a squashing function similar to the sigmoid.

The kind of coding used does not allow us to combine negative and positive signals. They must be treated separately. Only when the activation of a unit
has to be computed do we need to combine both types of signals. This requires additional hardware, a problem which also arises in other architectures, for example in optical computers.

How to implement the classical learning algorithms or their variants using pulse coding elements has been intensively studied. Other authors have built analog systems which implement an even closer approximation to the biological model, as done for example in [49].

### 18.5 Historical and bibliographical remarks

The first attempts to build special hardware for artificial neural networks go back to the 1950s in the USA. Marvin Minsky built a system in 1951 that simulated adaptive weights using potentiometers [309]. The perceptron machines built by Rosenblatt are better known. He built them from 1957 to 1958 using Minsky's approach of representing weights by resistances in an electric network.

Rosenblatt's machines could solve simple pattern recognition tasks. They were also the first commercial neurocomputers, as we call such special hardware today. Bernard Widrow and Marcian Hoff developed the first series of adaptive systems specialized for signal processing in 1960 [450]. They used a special kind of vacuum tube which they called a memistor. The European pioneers were represented by Karl Steinbuch, who built associative memories using resistance networks [415].

In the 1970s there were no especially important hardware developments for neural networks, but some attempts were made in Japan to actually build Fukushima's cognitron and neocognitron [144, 145].

Much effort was invested in the 1980s to adapt conventional multiprocessor systems to the necessities of neural networks. Hecht-Nielsen built the series of Mark machines, first using conventional microprocessors and later by developing special chips. Some other researchers have done a lot of work simulating neural networks in vector computers or massively parallel systems.

The two main fields of hardware development were clearly defined in the middle of the 1980s. In the analog world the designs of Carver Mead and his group set the stage for further developments. In the digital world many alternatives were blooming at this time. Zurada gives a more extensive description of the different hardware implementations of neural networks [469].

Systolic arrays were developed by H. T. Kung at Carnegie Mellon in the 1970s [263]. The first systolic architecture for neural networks was the Warp machine built at Princeton. The RAP and Synapse machines, which are not purely systolic designs, nevertheless took their inspiration from the systolic model.

But we are still awaiting the greatest breakthrough of all: when will optical computers become a reality? This is the classical case of the application, the
neural networks, waiting for the machine that can transform all their promises into reality.

## Exercises

1. Train a neural network using floating-point numbers with a limited precision for the mantissa, for example 12 bits. This can be implemented easily by truncating the results of arithmetic operations. Does backpropagation converge? What about other fast variations of backpropagation?
2. Show how to multiply two $n \times n$ matrices using a two-dimensional systolic array. How many cycles are needed? How many multipliers?
3. Write the pseudocode for the backpropagation algorithm for the CNAPS. Assume that each processor node is used to compute the output of a single unit. The weights are stored in the local memory of the PNs.
4. Propose an optical system of the type shown in Figure 18.23, capable of multiplying a vector with a matrix $\mathbf{W}$, represented by an SLM, and also with its transpose.
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[^0]:    1 Some animals have neurons with a very different morphology. In insects, for example, the dendrites go directly into the axon and the cell body is located far from them. The way these neurons work is nevertheless very similar to the description in this chapter.

